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Abstract

A search for supersymmetry in pair-produced gluinos decaying via top squarks to the

lightest neutralino is presented. Events with multiple hadronic jets, of which at least

three must be identified as originating from b-quarks, and large amounts of missing

transverse energy in the final state, are selected for study. The dataset utilized

encompasses proton–proton collisions with a center-of-mass energy of
√
s = 13 TeV

and integrated luminosity of 79.9 fb−1 collected by the ATLAS experiment at the

LHC from 2015 to 2017. The search employs a parameterized boosted decision tree

(BDT) to separate supersymmetric signal events from standard model backgrounds.

New methods for optimal BDT parameter point selection and signal region creation,

as well as new soft kinematic variables, are exploited to increase the search’s expected

exclusion limit beyond prior analyses of the same dataset by 100–200 GeV in the

gluino and neutralino mass plane. No excess is observed in data above the predicted

background, extending the previous exclusion limit at the 95 % confidence level by

250 GeV to approximately 1.4 TeV in neutralino mass. The analytical and machine

learning techniques developed here will benefit future analysis of additional Run 2

data from 2018.
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A.49 Comparison of ŷ in the test and train sets for Gtt_1L_0. . . . . . . . 172
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A.51 Comparison of ŷ in the test and train sets for Gtt_1L_3. . . . . . . . 173

A.52 Njet(pT > 30 GeV, η < 1.3) and Njet(pT > 30 GeV, η < 1.5) in data &
MC with BDT split values. . . . . . . . . . . . . . . . . . . . . . . . . 174

A.53 Njet(pT > 30 GeV, η < 2.0) and Njet(pT > 50 GeV, η < 1.5) in data &
MC with BDT split values. . . . . . . . . . . . . . . . . . . . . . . . . 174

A.54 H leptons + soft jets
T Obfuscated and mT in data & MC with BDT split values.175

A.55 Emiss
T and Nsig lep in data & MC with BDT split values. . . . . . . . . 175

A.56 NRC jet(m > 80 GeV) and Njet(pT > 30 GeV, η < 1.0) in data & MC
with BDT split values. . . . . . . . . . . . . . . . . . . . . . . . . . . 176

A.57 Njet(pT > 50 GeV, η < 1.0) and Njet(pT > 50 GeV, η < 1.3) in data &
MC with BDT split values. . . . . . . . . . . . . . . . . . . . . . . . . 176

A.58 Hsoft jets
T and mincl

eff in data & MC with BDT split values. . . . . . . . . 177

A.59 mb-jets
T,min and MΣ

J in data & MC with BDT split values. . . . . . . . . . 177

A.60 m4j
eff and pb-jet 4

T in data & MC with BDT split values. . . . . . . . . . 178

A.61 mg̃ and ∆m in MC with BDT split values. . . . . . . . . . . . . . . . 178

B.1 Expected “synthetic” exclusion limit of the BDT analysis on the train
set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

E.1 Schematic representation of a well balanced γ+jet event. . . . . . . . 187

E.2 Photon purity regions. . . . . . . . . . . . . . . . . . . . . . . . . . . 189

xvii



E.3 Photon purity in the nominal region A [225]. . . . . . . . . . . . . . 191

E.4 γ+jet response with and without photon purity correction [225]. . . 191

E.5 Mean γ+jet transverse momentum balance in data and MC, and their
ratio [218]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

E.6 Systematic and statistical uncertainties on the γ+jet transverse mo-
mentum balance [218]. . . . . . . . . . . . . . . . . . . . . . . . . . . 194

E.7 Data to MC ratio of the combined large-R in situ measurements [218]. 195

E.8 Weight of each in situ measurement in the combination average as a
function of the large-R jet pT [218]. . . . . . . . . . . . . . . . . . . 195

E.9 Mean γ+jet transverse momentum balance in data and MC for R = 1.0
re-clustered jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

xviii



List of Symbols and Abbreviations

Symbols

L Lagrangian Density, or Instantaneous Luminosity
√
s Center-of-Mass Energy

η Pseudorapidity

φ Azimuthal Angle

m Mass

pT Transverse Momentum

HT Scalar Sum of Transverse Momentum

Emiss
T Missing Transverse Energy
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1

Introduction

While physics may be the study of the natural world writ large, particle physics

focuses its attention on nature at the shortest distances and fastest times possible.

The beauty to be found in understanding the fundamental processes of our universe on

such scales is in one sense the ultimate end point of generations asking “How does that

work?” To probe phenomena on these frontiers, extremely high energies are required,

necessitating enormous experimental efforts such as those at the Large Hadron Collider

(LHC). To date, our understanding of particle physics is best represented by the many

successes of the standard model (SM), yet we know there is still more to the story.

A potential next chapter to be explored is the theory of supersymmetry (SUSY)

between fermions and bosons. The research presented here is on one such search for

SUSY in the gluino to multiple b-jets plus missing energy channel at the LHC, as well

as the necessary experimental and statistical tools, including machine learning, to

realize it. Through the careful application of a boosted decision tree (BDT) to signal

and background classification, the multi-b search’s exclusion limit was noticeably

improved in the compressed region as compared to recent results on the same dataset.
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Experimental Status of SUSY

Following the LHC Run 1 at 7–8 TeV ending in 2012 with ∼ 25 fb−1 of total integrated

luminosity, SUSY searches in the ATLAS and CMS experiments had excluded large

portions of the constrained minimal supersymmetric standard model (cMSSM) [1, 2].

Today in the spring of 2019, data collection for the 13 TeV Run 2 has been completed,

providing a much larger integrated luminosity of 150 fb−1. It will be years before

this dataset is fully explored, but in the meantime results from the first 36 fb−1 at

13 TeV taken through 2016 are available from both experiments in many channels and

have begun to exclude significant portions of the MSSM. Limits on SUSY particle

masses are now being raised to the 1–2 TeV scale, as shown in Figure 1.1, where the

naturalness arguments for SUSY start breaking down. To meet the larger goal of

discovering SUSY with Run 2 data, or thoroughly excluding it, requires each analysis

to expand their search sensitivity in phase space as far as possible, thereby limiting

the areas SUSY could hide unobserved. As new data will not be available until 2022,

and even then only at similar energy scales, experimental physicists have an obligation

to use the present dataset efficiently to answer these questions.

ATLAS has recently released results from 79.8 fb−1 of data which set the highest

exclusion limits on the gluino to multi-b plus missing energy channel made public

thus far [4]. This BDT re-analysis pushes these observed limits even further in the

compressed region. In prior studies at 36 fb−1 the lower ATLAS [5] and CMS [6,7, 8]

limits were comparable. Searches for same sign lepton final states [9, 10] complement

the multi-b results, extending the exclusion limit into a portion of the compressed

region inaccessible to multi-b searches as shown in Figure 1.2.

Dissertation Outline

The contents of this dissertation are organized as follows: Chapter 2 lays out the

theoretical framework of the SM and SUSY, Chapter 3 provides details of the LHC
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Figure 1.1: Possible SUSY particle mass limits set by ATLAS [3]. The ATLAS-
CONF-2018-041 line refers to the 79.8 fb−1 multi-b result [4] which sets a gluino mass
limit of 2.25 TeV for neutralino masses of < 800 GeV.

machine and ATLAS experiment, and Chapter 4 describes the experimental and

statistical methods used in the analysis. The main focus of this research arrives in

Chapter 5, where the multi-b BDT search and its results are presented in detail.
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multi-b search.
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2

Theory

2.1 The Standard Model

The standard model (SM), as theoretically developed and experimentally tested over

the past half century, is a remarkable scientific achievement able to make accurate

predictions spanning 12 orders of magnitude for the probability of a particle physics

process occurring, as illustrated in Figure 2.1. It is the most complete quantum

field theory description of the fundamental interactions and elementary particles

thus discovered in nature, with the conspicuous exception of gravity.1 The relative

strengths and properties of the four fundamental interactions are provided in Ta-

ble 2.1. The theoretical core of the SM lies in its two principle interactions, each

built on Yang-Mills gauge theory [12]: the electroweak interaction (EW), as de-

scribed by the SU(2)L ⊗ U(1)Y Glashow-Weinberg-Salam theory encompassing the

weak force and quantum electrodynamics (QED), and SU(3)C Quantum Chromo-

dynamics (QCD), describing the strong force. Together these result in the overall

SU(3)C ⊗ SU(2)L ⊗ U(1)Y SM symmetry group. The SM interactions will be explored

1 Gravity, as mediated by some yet to be discovered graviton, is far too weak to have an effect on
typical particle physics processes.
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∫
L dt

[fb−1]
Reference

WWZ σ = 0.49 ± 0.14 + 0.14 − 0.13 pb (data)
Sherpa 2.2.2 (theory) 79.8 STDM-2017-22

WWW σ = 0.68 + 0.16 − 0.15 + 0.16 − 0.15 pb (data)
Sherpa 2.2.2 (theory) 79.8 STDM-2017-22

tZj σ = 620 ± 170 ± 160 fb (data)
NLO+NLL (theory) 36.1 PLB 780 (2018) 557

t̄tZ σ = 176 + 52 − 48 ± 24 fb (data)
HELAC-NLO (theory) 20.3 JHEP 11, 172 (2015)

σ = 950 ± 80 ± 100 fb (data)
Madgraph5 + aMCNLO (theory) 36.1 arXiv:1901.03584
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Figure 2.1: SM total production cross sections, σ, as measured by ATLAS compared
to next-to-leading order (NLO) or higher theoretical predictions [13]. The agreement
between data and theory for processes with probabilities ranging from the very rare,
σ ∼ 10−1 pb, to the ubiquitous, σ ∼ 1011 pb, is a sensitive test of the SM.

in the following sections, along with the Higgs mechanism for generating mass and

some shortcomings of the theory. For convenience natural units, ℏ = c = 1, and

Einstein summation notation are used wherever possible in this dissertation.

SM Particles

The particle content of the SM, as shown in Figure 2.2, consists of three generations

of fermion quarks and leptons, the interaction-mediating gauge bosons, and the

mass-generating Higgs boson. Quarks q carry a single SU(3)C color charge and

come in +2
3 up and −1

3 down-type flavors. Forced to remain in colorless composite

states by confinement, typically in three quark hadrons or quark anti-quark mesons,
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Table 2.1: The fundamental interactions of nature and their properties. The interac-
tion strengths |F/FEM| are computed between two u quarks separated by d = 10−18 m,
on the order of the effective quark radius [14]. Adapted from [15].

Property

Interaction
Gravitational

Electroweak
Strong

Weak Electromagnetic

Symmetry – SU(2)L U(1)Y SU(3)C

Acts On Mass-Energy Weak Isospin QEM QColor

Particles Affected All q, l All Charged q, g

Particles Mediating Graviton W±, Z γ g

|F/FEM| at

⎧⎨⎩ d30 d
10−41 0.8 1 25

10−41 10−4 1 60

their fractional electric charges are never observed directly. The leptons l consist of

three −1 electric charged particles, e, µ, τ , plus their neutral, weakly interacting, and

very light neutrino counterparts νe, νµ, ντ . Additionally, all quarks and leptons have

anti-particle versions with opposite charges.

The W± bosons mediate the flavor-changing weak charged current interaction,

while the neutral Z mediates the flavor-preserving weak neutral current. Massless

photons γ mediate the QED interaction between all charged particles. Gluons g

mediate QCD interactions and are massless, but, unlike the neutral photon, carry a

color and anti-color charge allowing for more complex behaviors. Completing the SM,

the spin-0 Higgs boson H gives mass to the fermions and is evidence of the larger

Higgs mechanism.

2.1.1 Electroweak Interaction (EW)

In the 1960s Glashow [17], Weinberg [18], and Salam [19] successfully derived the

theoretical basis for unifying the electromagnetic (EM) and weak forces into one

SU(2)L ⊗ U(1)Y electroweak (EW) interaction2 at very high energies. Here we shall

2 Here L denotes left-handed fields while Y represents weak hypercharge.
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Figure 2.2: The particles of the SM and their properties; three generations of
fermion quarks and leptons, the gauge bosons, and Higgs boson. Adapted from [16].

only consider processes on the order of MEW ∼ 100 GeV, the EW scale, where they

are distinct. For convenience we define G ≡ SU(2)L ⊗ U(1)Y to be the combined

symmetry group. The SU(2)L group, representing rotations of 2-component spinors,

is associated with the weak isospin W i
µ gauge bosons and coupling constant g, where

i = 1, 2, 3 denotes the fermion generation. The U(1)Y group, representing a rotation

in the complex plane i.e. phase change, is associated with the weak hypercharge

Bµ gauge boson and coupling constant g ′. The left-handed fields of each fermion

generation transform as SU(2)L doublets, while the right-handed fields transform as

U(1)Y singlets [20, 21].
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To begin describing the EW interaction quantitatively [21], we introduce the

following fermion fields ψ for one generation of quarks (2.1a), or leptons (2.1b),

ψ1 (x) =

⎛⎜⎝u
d

⎞⎟⎠
L

, ψ2 (x) = uR , ψ3 (x) = dR , (2.1a)

ψ1 (x) =

⎛⎜⎝νe
e−

⎞⎟⎠
L

, ψ2 (x)= νeR , ψ3 (x) = e−
R , (2.1b)

each contributing to the kinetic Lagrangian density:

L0 (x) =
3∑
j=1

iψ̄j (x) γµ∂µψj (x) . (2.2)

Here we have utilized the Dirac Lagrangian without mass terms, as they would mix

the left- and right-handed fields and break the symmetry. Next we transform the

fields under a local G gauge transformation,

ψ1 (x) G−→ ψ′
1 (x) ≡ exp

(
iy1β (x)

)
exp

(
iσiα

i (x) /2
)
ψ1 (x) ,

ψ2 (x) G−→ ψ′
2 (x) ≡ exp

(
iy2β (x)

)
ψ2 (x) ,

ψ3 (x) G−→ ψ′
3 (x) ≡ exp

(
iy3β (x)

)
ψ3 (x) ,

(2.3)

where the y parameters are hypercharges of U(1)Y, and the SU(2)L transformation,

generated by the three σi Pauli matrices, only affects the ψ1 left-handed doublet.

To keep L0 invariant under G, we must replace the ∂µ derivatives with Dµ covariant

versions (2.4) which are functions of four gauge boson fields W i
µ, Bµ (2.5). Each gauge

field also transforms under G and pairs with one of the gauge parameters αi, β.

LEW ψ =
3∑
j=1

iψ̄jγ
µDµψj (2.4)
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Dµψ1 (x) ≡
[
∂µ + ig

σi
2 W

i
µ (x) + ig ′y1Bµ (x)

]
ψ1 (x)

Dµψ2 (x) ≡
[
∂µ + ig ′y2Bµ (x)

]
ψ2 (x)

Dµψ3 (x) ≡
[
∂µ + ig ′y3Bµ (x)

]
ψ3 (x)

(2.5)

As additional fields in the theory W i
µ and Bµ require the introduction of new

kinetic terms in the Lagrangian. After copious amounts of algebra, the resulting

normalized SU(2)L ⊗ U(1)Y invariant gauge boson kinetic Lagrangian is

LEW Gauge = −1
4BµνB

µν − 1
4W

i
µνW

µν
i , (2.6)

where we define3:

Bµν ≡ ∂µBν − ∂νBµ ,

W i
µν ≡ ∂µW

i
ν − ∂νW

i
µ − gϵijkW j

µW
k
ν .

(2.7)

The four physical gauge boson fields can then be written as

W− = Wµ ≡
(
W 1
µ + iW 2

µ

)
/
√

2 , (2.8a)

W+ = W †
µ ≡

(
W 1
µ − iW 2

µ

)
/
√

2 , (2.8b)

Z0 = Zµ ≡ −Bµ sin θW +W 3
µ cos θW , (2.8c)

γ = Aµ ≡ Bµ cos θW +W 3
µ sin θW , (2.8d)

where we have preemptively broken the symmetry by mixingBµ andW 3
µ in anticipation

of generating the Z boson mass. The mixing is controlled via the weak angle θW with

tan θW = g ′/g.

3 Here ϵijk is the totally antisymmetric Levi-Civita symbol.
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Figure 2.3: Principal EW vertices. Adapted from [21].

Interactions

Expanding LEW ψ [21], we can identify the flavor-changing charged current interaction

terms4 LCC (2.9) producing the quark and lepton vertices of Figure 2.3a.

LCC = − g

2
√

2

{
W †
µ

[
ūγµ (1 − γ5) d+ ν̄eγ

µ (1 − γ5) e
]

+ h.c.
}

(2.9)

Using the positron charge e = g sin θW = g ′ cos θW with the operators for the

third component of weak isospin T3 = σ3/2, weak hypercharge Y , and electric charge

QEM = 1
2Y + T3, we can further isolate the quantum electrodynamic (QED) LQED

(2.10) and Z neutral current LZ
NC (2.11) terms producing the vertices of Figures 2.3b

and 2.3c.

LQED = −eAµ
∑
j

ψ̄jγ
µQjψj ≡ −eAµJµEM (2.10)

LZ
NC = − e

2 sin θW cos θW
Zµ
∑
j

ψ̄jγ
µ
(
σ3 − 2 sin2 θWQj

)
ψj (2.11)

Expanding LEW Gauge produces cubic and quartic gauge boson interaction terms

generating vertices such as γ → WW , Z → WW , and WW → WW .
4 Omitting the mirror hermitian conjugate (h.c.) terms.
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2.1.2 Electroweak Symmetry Breaking (EWSB)

To maintain the gauge symmetry between the left- and right-handed fermion fields in

the SU(2)L ⊗ U(1)Y EW theory, we were forced to make them massless — an unin-

teresting universe indeed. Fortunately, the vacuum EW symmetry is spontaneously

broken (EWSB) via the Higgs mechanism [22, 23, 24], which allows for the generation

of fermion and gauge boson masses. While exploring EWSB is worthwhile on its own

merits, similar concepts about spontaneous broken symmetries return frequently in

the development of supersymmetric theories, so it is useful to study EWSB in some

detail here.

In addition to the ψ fermion fields of the EW theory we introduce a doublet of

complex scalar fields φ with hypercharge5 yφ = 1
2 :

φ (x) ≡

⎛⎜⎝φ(+) (x)

φ(0) (x)

⎞⎟⎠ . (2.12)

Following the same procedure as for ψ1 we take the Klein-Gordon scalar Lagrangian

and make it invariant under a local SU(2)L ⊗ U(1)Y gauge transformation [21],

LH = |Dµφ|2 − VH , (2.13)

where VH is the Higgs potential with µ2 < 0:

VH = µ2φ†φ+ λ
(
φ†φ

)2
. (2.14)

For µ2 < 0 the potential VH takes the shape shown in Figure 2.4 where the

minimum is infinitely degenerate. There can only be one ground state of φ, however,
5 yφ = 1

2 is required to keep the neutral ψ(0) field from coupling to the photon. This will also lead
to the photon not coupling to the physical Higgs field H, thus remaining massless.
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Figure 2.4: Higgs potential VH(φ(0)) of a single complex scalar Higgs field φ(0).
The SU(2)L ⊗ U(1)Y symmetry is spontaneously broken A → B by the choice of a
particular ground state B in the potential’s minimum. Adapted from [25].

the choice of which spontaneously breaks the SU(2)L ⊗ U(1)Y symmetry and gives us

a vacuum expectation value6, 7 (VEV) v:

⏐⏐⏐ ⟨0|φ(0) |0⟩
⏐⏐⏐ =

√
−µ2

2λ ≡ v√
2
. (2.15)

At this point we can expand φ about v,

φ (x) = 1√
2

exp
(
iσiθ

i (x) /2
)⎛⎜⎝ 0

v +H (x)

⎞⎟⎠ , (2.16)

where θi (x) and H (x) are real scalar fields. With the proper choice of gauge the θi

fields can be rotated away8 leaving the single physical Higgs field H. Returning to
6 Due to charge conservation we can only have a non-zero VEV for the neutral φ(0) component.
7 The measured VEV of v ≈ 246 GeV provides a firmer description of the EW scale.
8 The θi fields become massless Goldstone bosons [26] which are the longitudinal polarization

degrees of freedom for the now massive gauge bosons.
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LH we find the kinetic portion now contains quadratic terms for the gauge bosons,

|Dµφ|2 = 1
2 |∂µH|2 + g2

4 (v +H)2
(

|Wµ|2 + 1
2 cos2 θW

|Zµ|2
)
, (2.17)

thereby generating their masses9:

mW = gv

2 , (2.18a)

mZ = gv

2 cos θW
= mW

cos θW
, (2.18b)

mγ = 0 . (2.18c)

The Higgs boson itself has a mass of mH =
√

−2µ2 =
√

2λv, as can be seen from

the quadratic terms of VH . Additional interaction terms in the gauged LH produce

vertices for H → ZZ, H → WW , H → γγ, and HH → ZZ among others.

Fermion Masses

With the introduction of the scalar Higgs, new Yukawa terms −ciψ̄iφψi for the fermion

fields can be added to the Lagrangian. After EWSB these Yukawa couplings give rise

to the fermion mass terms,

LY = −
(

1 + H

v

)(
mdd̄d+muūu+meēe

)
, (2.19)

with masses that are proportional to the Higgs coupling strengths:

md = c1
v√
2
, mu = c2

v√
2
, me = c3

v√
2
. (2.20)

9 The mass term for a boson field φ is L = 1
2m

2 |φ|2. For W±, |Wµ|2 = 1
2

(
|Wµ|2 +

⏐⏐W †
µ

⏐⏐2).
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The observed quark10 mass and flavor eigenstates are in fact linear combinations of

the EW eigenstates ψ, as quantified by the Cabibbo-Kobayashi-Maskawa (CKM)

mixing matrix [31,32].

The 2012 discovery of the Higgs boson at mH = 125 GeV by the ATLAS and

CMS experiments [33,34] completed our understanding of the SM, confirming mass

generation via EWSB and the Higgs mechanism.

2.1.3 Strong Interaction: Quantum Chromodynamics (QCD)

To describe the strong interaction found between quarks and gluons, collectively

named partons, we turn to the theory of quantum chromodynamics (QCD) [35,36,37].

The basis of QCD consists of three color charge states, indexed by a = 1, 2, 3 and

traditionally labeled red, green, and blue. The proper symmetry group on this basis

is SU(3)C, representing rotations of complex 3-component vectors generated by the

eight λA Gell-Mann matrices. Only color singlet, or colorless, states are allowed in

nature, typically |rgb⟩11 hadrons or color anti-color
(
|rr̄⟩ + |gḡ⟩ +

⏐⏐⏐bb̄⟩) /√3 mesons,

though other exotic singlets are possible. Starting from the standard Dirac Lagrangian

for massive fermions we construct the QCD Lagrangian to be invariant under local

SU(3)C transformations [38]:

LQCD = Lclassical + Lgauge-fixing + Lghost , (2.21a)

Lclassical = −1
4F

A
αβF

αβ
A +

∑
flavors

q̄a (iγµDµ −m)ab qb , (2.21b)

Lgauge-fixing = − 1
2λ

(
∂αAA

α

)2
, (2.21c)

Lghost = ∂αη
A †
(
Dα
AB η

B
)
. (2.21d)

10 Lepton mass state mixing quantified by the Maki-Nakagawa-Sakata (MNS) matrix and the
generation of neutrino masses required for neutrino oscillations is omitted here for simplicity. For
further reference see [20,27,28,29,30].
11 Red, green, and blue are useful labels due to the analogy of mixing rgb light to form white light.
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Figure 2.5: Principal QCD vertices, adapted from [38]. For vertex factors see [38].

The classical Lagrangian Lclassical (2.21b) contains the covariant version of the

Dirac Lagrangian for quark fields qa, as well as terms for the quark gluon vertex of

Figure 2.5a. Gluons mediate the strong force in a similar manner as gauge bosons in

EW theory, albeit with some important differences. The gluon fields AA
α make up the

field strength tensor,

FA
αβ =

[
∂αAA

β − ∂βAA
α − gSf

ABCAB
αAC

β

]
, (2.22)

where A,B,C = 1, . . . , 8 run over the gluon color degrees of freedom i.e. the eight

SU(3)C generators, gS is the SU(3)C coupling constant, and fABC are the SU(3)C

non-abelian structure constants
[
λA, λB

]
= 2ifABCλC . The presence of the fABC

term in (2.22) allows gluons themselves to carry color charge, thereby producing the

three and four leg gluon self-interaction vertices of Figures 2.5b and 2.5c, as well as

the phenomenon of asymptotic freedom which will be described shortly.

As SU(3)C is non-abelian choosing a gauge, accomplished by Lgauge-fixing (2.21c)

with gauge parameter λ, is not enough to maintain invariance. Non-physical degrees

of freedom remain and can propagate through the theory causing divergences. Fortu-

nately, we can cancel these problematic degrees of freedom via the Faddeev-Popov

method [39], which adds a ghost field ηA and additional Lagrangian term Lghost

(2.21d).
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Renormalization, Running Couplings, and Asymptotic Freedom

When working with field theories it is inevitable that loop diagrams such as those of

Figure 2.10 arise when computing corrections to many quantities, including coupling

constants and particle masses. Unfortunately, the momentum carried by the virtual

particles in the loop must be integrated over all possibilities, 0 to +∞, leading to

non-physical divergences. The calculation can be salvaged via renormalization, where

we introduce an ultraviolet momentum cut-off ΛUV to regulate the loop integral.

Effectively, ΛUV sets the scale where the SM breaks down and a more complete theory

is required.

In the case of coupling constants α = g2/4π, the renormalization group equations

at an energy scale Q include

Q2 ∂α

∂Q2 = β (α) , (2.23)

where β (α) depends on the field in question. This differential equation defines the

running coupling constant α (Q). For QCD, leading order perturbative calculations

[38] result in

β (αS) = −11ncolors − 2nf
12π α2

S = −33 − 2nf
12π α2

S , (2.24)

for nf active light flavors. With at most 6 SM quarks β (αS) /α2
S < 0 and αS (Q)

decreases for higher energies Q, or equivalently at shorter length scales, enabling

a perturbative approach. This counterintuitive behavior is known as asymptotic

freedom12 [37, 40]. One interpretation of asymptotic freedom envisions the color

charge of adjacent quarks being diluted out over short distances by color-carrying

virtual gluons, lessening the force between them in comparison to pure point charges.
12 In contrast for leading order QED βQED (α) = α2/3π and α (Q) increases for higher energies,
shorter distances, as there is less vacuum polarization shielding the point electric charge.
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Confinement and Hadronization

At low energies and large distances, approaching 1 fm, αS increases to the point

that perturbative calculations break down. In the non-perturbative regime the QCD

interaction becomes so strong that the color charges are forced to form color singlet

states. This can be shown with lattice calculations [41] and is known as confinement.

As the distance between color charges grows and the strong force increases, there

comes a point when it is more energetically favorable to create a new qq̄ pair from

the vacuum to cancel the charges rather than separate them further.

The transition between the perturbative and non-perturbative regimes is poorly

understood, but partons leaving a vertex are experimentally observed to undergo

hadronization, forming a shower of colorless hadrons and mesons. A simulated

example of this process is shown in Figure 2.6. One parton from a vertex will also

often radiate collinear gluons which then pair-produce quarks, beginning a larger

shower that results in a highly collimated stream of stable hadrons and mesons

along the original parton’s trajectory. These streams are known as jets due to their

appearance in detectors.

Several phenomenological theories have been developed to simulate the hadroniza-

tion process [38]. Pythia [43] utilizes the Lund string model [44], where the non-

perturbative evolution of the parton shower is represented as a string of the color

field. The string has uniform energy density, kinks where perturbative gluons connect,

and separations between perturbative qq̄ pairs. The string is broken up into hadrons

at kinks or when there is enough energy to produce new qq̄ pairs.

Sherpa [45] and Herwig++ [46,47] utilize the cluster model [48], where gluons

are split into qq̄ pairs non-perturbatively to form colorless clusters with the existing

quarks. The fraction z of the gluon’s original energy passed on to each quark is drawn

from a probability distribution, known as the gluon splitting function, proportional
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Figure 2.6: Hadronization in a simulated hadron-hadron collision [42]. Two colliding
hadrons (large central green ellipses) interact via gluons in a primary hard scatter
(red circle) producing a parton shower (red lines) which subsequently hadronizes (light
green ellipses) into final state hadrons and mesons (dark green circles). The event
also contains a secondary parton shower (purple elements), soft photon radiation
(yellow lines), and beam remnants (light blue ellipses).

to z2 + (1 − z)2 [49]. Mesonic states are then formed in the clusters which go on to

decay to the final hadrons.

Parton Distribution Functions (PDFs)

At the LHC protons are collided together at extremely high energies. Hadrons,

including protons, are not fundamental particles, but are instead QCD bound states

of quarks and gluons. Typically a proton is considered to be made up of uud quarks,
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however at high energies, fluctuations in the proton’s wave function can produce

additional virtual qq̄ pairs known as sea quarks. In a pp collision it is any of these

partons within the protons that are really interacting.

Due to the nature of a collision, with particles starting at a distance then draw-

ing ever closer, the parton-parton interaction must include both long-range non-

perturbative and short-range perturbative components. Fortunately, QCD factoriza-

tion theorems [50] allow us to separate these effects into experimentally measured

parton distribution functions (PDF) [38, 51, 52] and standard perturbative QCD

calculations, with the division between the two set by a factorization scale µ. PDFs

f (x,Q2) are functions of the fraction x of the proton’s total momentum carried by

the interacting parton, and the energy scale Q of the interaction.13 Two example

PDFs can be found in Figure 2.7. Once measured at a particular Q, PDFs can be

evolved via the DGLAP [53,54,55] equations for use at higher energy scales.

2.1.4 Decay of the Top Quark

As the experimental signatures under investigation in this dissertation feature SM

top quark decays we shall now address them specifically. The top quark t is quite

massive at 173 GeV, making it the only quark that can decay to a real W boson.

It does so readily, decaying semi-weakly to a W+ and down-type quark with a

branching fraction Γ (Wq (q = b, s, d)) /Γ of nearly 100 %. This gives the top quark

a very short lifetime of only ∼ 0.5 × 10−24 s [20], too fast to hadronize or form any

top bound states. The down-type quark q in t → Wq is overwhelmingly a b quark,

Γ (t → Wb) /Γ (t → Wq (q = b, s, d)) = 95.7 ± 3.4 %, while the W subsequently de-

cays hadronically, W → qq̄, or leptonically, W → l+νl. In either case the top quark

decays to at least one b quark, producing a b-jet via hadronization, along with addi-

tional jets or leptons from the W . The full top quark decay can be seen in Figure 2.8
13 In collider experiments the center-of-mass energy

√
s sets an upper bound on Q.
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(b) Q2 = 104 GeV2

Figure 2.7: NNPDF3.1 NNLO PDFs [56]. Note that in these plots µ is set to
Q and the vertical axis is the PDF f (x,Q2) multiplied by x. At the higher energy
scale of (b) heavier c and b quarks begin to appear in the parton sea and subsequent
collision interactions.

and has following branching ratios [57]:

Γ (t → qq̄ b) /Γ = 66.5 ± 1.4 % ,

Γ
(
t → e+νe b

)
/Γ = 13.3 ± 0.6 % ,

Γ
(
t → µ+νµ b

)
/Γ = 13.4 ± 0.6 % ,

Γ
(
t → τ+ντ b

)
/Γ = 7.1 ± 0.6 % .

(2.25)
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Figure 2.8: Hadronic t → qq̄ b and leptonic t → l+νl b decays of the top quark.

2.1.5 Shortcomings

Dark Matter

The relatively few SM particles of Figure 2.2 appear to be sufficient for explaining most,

if not all, particle physics phenomena observed in collider experiments. However, from

astrophysical measurements we know that some form of dark matter (DM) must exist

that interacts gravitationally, yet has little to no EM interaction, rendering it non-

luminous and non-absorbing. Aside from sterile neutrinos, the SM has no acceptable

DM candidates and will likely require extension to incorporate any discovered DM

particle(s). Despite intense experimental efforts there has been no conclusive direct

detection of a DM particle to date. What we know of DM comes from its indirect

effects on the cosmic microwave background (CMB) [58, 59], gravitational lensing

of galaxies [60], and galactic rotation curves [61], an example of which is shown in

Figure 2.9.

The Hierarchy Problem

While the SM can provide remarkably accurate predictions around the EW scale,

MEW ∼ 100 GeV, it is unable to unify the SM fields with gravity quantum mechanically

at the Planck scale, MP =
√
ℏ/8πGNewton = 2.4 × 1018 GeV, where gravity and gauge

interactions become comparable [20,62]. The large hierarchy difference MP/MEW ∼

1016 between these two scales is itself disturbing, but also causes fine-tuning issues in
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Figure 2.9: Rotation curve of the NGC 3198 galaxy [61]. The data points and
model (red) with stellar disk (magenta), halo (green), and hydrogen line disk (azure)
components are shown. The velocity of an object in orbit a distance r from the center
of a galaxy should go as v(r) ∝

√
Menc(r)/r, dropping as 1/

√
r outside the of the

visible galactic core. However, as seen here v(r) is approximately constant out to
very large distances. This can be explained through the introduction of the DM halo.

loop corrections to the bare Higgs mass.

The Higgs field couples to all massive particles according to their mass, allowing

for higher order self-loop diagrams. A fermion field f coupling to the Higgs via a

−λf f̄Hf Yukawa term in the Lagrangian creates the first order loop diagram shown

in Figure 2.10a. This loop corrects the Higgs squared mass as in (2.26) [62], where

ΛUV regulates the integral and cf is a color factor.14 Unfortunately, ∆m2
H contains a

quadratic divergence in ΛUV, creating corrections of extremely large magnitudes.

∆m2
H = −cf

|λf |2

8π2 Λ2
UV + O

(
m2
f ln (ΛUV)

)
(2.26)

The strongest coupling fermion, i.e. the most massive, is the top quark with
14 cf = 3 if f is a quark, and 1 if it is a lepton.
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Figure 2.10: First order loop contributions to the Higgs squared mass correction
∆m2

H for a fermion f and scalar S.

λt ≈ 0.94. Taking ΛUV to be MP we find a correction of ∆m2
H ∼ − (1017 GeV)2 from

the top quark alone. As the measured mass of the Higgs is only mH = 125 GeV an

unreasonable amount of fine-tuning would be required for a mass of O(102) to result

from O(1017) corrections on the bare mass.

In addition to fermions we can also consider how a complex scalar S would couple

to the Higgs given a Lagrangian term of −λS |H|2 |S|2. The first order loop diagram

shown in Figure 2.10b is similar, but the resulting Higgs squared mass correction

(2.27) has the opposite sign [62]. This opens up the intriguing possibility of canceling

fermion and (scalar) boson corrections within the right theoretical framework.

∆m2
H = λS

16π2 Λ2
UV + O

(
m2
S ln (ΛUV/mS)

)
(2.27)

2.2 Supersymmetry (SUSY)

As alluded to in Section 2.1.5, hierarchy problems in the Higgs sector can be cleanly

resolved by establishing a symmetry, or rather supersymmetry (SUSY) [63, 64, 65, 66],

between fermions and bosons in such a way that a particle and its superpartner’s

Higgs squared mass corrections cancel exactly. The host of new SUSY particles, or

sparticles, introduced by the theory also contain natural candidates for DM [67,68],
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thereby solving two thorny issues at once. Additionally, we shall see that SUSY allows

for the unification of the SM gauge couplings near the Planck scale.

The essential SUSY transformation between bosons and fermions generated by an

operator Q is simply:

Q |Boson⟩ = |Fermion⟩ , Q |Fermion⟩ = |Boson⟩ .

To produce supersymmetric fermions by operating on SM bosons it follows that Q

must be a spin-1
2 spinor, and thus SUSY is a symmetry of spacetime. Taking this

fact along with the chirality of fermions in the SM, the Haag-Łopuszański-Sohnius

generalization15 [69] of the Coleman-Mandula theorem [70] then gives us the following

conditions on Q where P µ is the four-momentum operator [62]:

{
Q,Q†

}
= P µ , (2.28a)

{
Q,Q

}
=
{
Q†, Q†

}
= 0 , (2.28b)

[
P µ, Q

]
=
[
P µ, Q†

]
= 0 . (2.28c)

The most interesting of these conditions is (2.28c) as it implies the squared-mass

operator −P 2 commutes with Q, Q†, i.e. if SUSY is an unbroken symmetry SM

particles and their superpartners, collectively forming a supermultiplet, must have

the same mass. As we have yet to discover any sparticles they must have masses far

heavier than the SM particles, thus if SUSY is physical it must be a broken symmetry.

Q also commutes with gauge transformation generators, therefore superpartners must

share the same electric charge, weak isospin, and color degrees of freedom as their

SM counterparts.
15 The Haag-Łopuszański-Sohnius theorem also proves that SUSY is the only non-trivial extension
to the internal (color, weak isospin. . . ) and Poincaré (spacetime) symmetries of the SM [69].
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2.2.1 The Wess-Zumino Model (WZM)

The Wess-Zumino model (WZM) [63] is the original and most straightforward field

theory implementation of a SUSY transformation within a single massless supermul-

tiplet. In the WZM the fermion state is represented by a left-handed 2-component

Weyl spinor field ψ, while the boson state is a complex scalar field φ. Note that

although ψ is a complex spinor field it only contains two degrees of freedom on-shell,16

the same number as the complex scalar φ. To begin we construct LWZM from the

free Klein-Gordon and Dirac Lagrangians17 [62]:

LWZM = LKG + LDirac = − |∂µφ|2 + iψ†σ̄µ∂µψ . (2.29)

A SUSY transformation on φ and ψ can be represented as

δϵφ = ϵψ ,

δϵψ = −iσµϵ†∂µφ ,
(2.30)

where ϵ is an infinitesimal 2-component spinor parameterizing the global transfor-

mation, ∂µϵ = 0. Applying (2.30) to LWZM we find that while δLWZM (2.31) is not

invariant, it is a total derivative. The action and resulting equations of motion are

therefore invariant (2.32) under this infinitesimal SUSY transformation.18

δLWZM = −∂µ
(
ϵσν σ̄µψ∂νφ

∗ + ϵψ∂µφ∗ + ϵ†ψ†∂µφ
)

(2.31)

δS =
∫
d4x ∂µ

(
· · ·

)
= 0 (2.32)

16 Off-shell ψ has four degrees of freedom and we must introduce an auxiliary complex scalar field
F , Laux = |F |2, to correct the bookkeeping. The transformation remains invariant however [62].
17 Here σµ ≡

(
I, σi

)
, σ̄µ ≡

(
I,−σi

)
.

18 Additionally, the SUSY transformation of (2.30) can be shown to close via commutator arguments,
while the conserved supercurrent and generator Q can be found via Noether’s theorem [62].
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As a simplified massless model the WZM is only a starting point. In practice

each 4-component SM fermion partners with two complex scalar fields, one for each

of its left- and right-handed 2-component spinor elements [62]. This makes intuitive

sense as then four fermionic degrees of freedom pair with an equal number of bosonic

degrees of freedom. When Higgs field interactions are added the two partner complex

scalar fields provide exactly the right cancellation to the fermion correction, for

λS = |λf |2 = λ:

∆m2
H = − λ

8π2 Λ2
UV

+ 2 × λ

16π2 Λ2
UV

+ O
(
m2 ln (ΛUV)

)
.

(2.33)

2.2.2 Soft SUSY Breaking and Naturalness

Having not discovered any light sparticles near their SM partner masses, we know

that SUSY must be a broken symmetry. While the symmetry breaking may be

spontaneous or explicit, in order to avoid reintroducing quadratic divergences in the

Higgs mass corrections broken SUSY must keep the coupling constants λS ≈ |λf |2.

This is possible with “soft” SUSY breaking where we only allow SUSY breaking

mass terms and coupling constants with positive mass dimension to appear in the

Lagrangian [62, 71]. Labeling the largest mass of the soft SUSY breaking terms msoft

we can find their contribution to the Higgs squared mass correction goes like:

∆m2
H = m2

soft

(
λ

16π2 ln (ΛUV/msoft) + . . .
)
. (2.34)

Taking ΛUV ∼ MP, λ ∼ 1 we find that msoft and thus the lighter sparticles, in
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particular the stop t̃, should have masses no higher than a few TeV19, 20 or the

hierarchy and fine-tuning problems originally solved by SUSY will begin to re-emerge.

Similar naturalness arguments resulting in TeV scale upper bounds for sparticle

masses can also be made in terms of the top quark mass mt [73].

2.2.3 The Minimal Supersymmetric Standard Model (MSSM)

Returning to the full SM, by introducing the minimum number of superfields required

to perform one SUSY transformation Q over all the SM fields, we arrive at the Minimal

Supersymmetric Standard Model (MSSM) [74, 75]. The MSSM supermultiplets,

superfields, and sparticles are examined in the following paragraphs and summarized in

Table 2.2. The MSSM Lagrangian LMSSM is constructed from these fields to include all

SUSY interactions which satisfy SU(3)C ⊗ SU(2)L ⊗ U(1)Y gauge invariance, baryon

and lepton number conservation, as well as including generalized soft SUSY breaking

terms [20]. The resulting theory contains a large number of free parameters, 105 new

in addition to the 19 of the SM for a total of 124, though most are used to control

the details of soft SUSY breaking.

Sfermions

Each spin-1
2 SM fermion field forms a chiral supermultiplet with two spin-0 complex

scalar boson fields, one for each of its left- and right-handed components. These

scalar fermion partners are simply named sfermions and, like all superpartners, are

represented by a tilde above their SM symbols, f̃ . The left- and right-handed gauge

eigenstates can mix to form mass eigenstates, but this is typically suppressed in the

first two sfermion generations due to soft SUSY breaking conditions [20]. The gauge

and mass eigenstates for all the MSSM sparticles are summarized in Table 2.3.
19 For msoft = 1 TeV, ∆m2

H ∼ (470 GeV)2, much more reasonable than ∆m2
H ∼

(
1017 GeV

)2.
20 See [72] for another argument for a light stop.
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Table 2.2: MSSM fields and their quantum numbers. Additional fermion generations
and anti-particle supermultiplets omitted for simplicity. Adapted from [20].

Super-
multiplets

Super-
fields

Bosonic
Fields

Fermionic
Partners SU(3)C SU(2)L U(1)Y

gluon/gluino V̂8 g g̃ 8 1 0

gauge boson/
gaugino

V̂ W±, W 0 W̃±, W̃ 0 1 3 0

V̂ ′ B B̃ 1 1 0

slepton/
lepton

L̂
(
ν̃L, ẽL

) (
ν, e−

)
L

1 2 −1

Êc ẽ∗
R ecL 1 1 2

squark/
quark

Q̂
(
ũL, d̃L

) (
u, d

)
L

3 2 1
3

Û c ũ∗
R ucL 3̄ 1 −4

3

D̂c d̃∗
R dcL 3̄ 1 2

3

Higgs/
Higgsino

Ĥu

(
H+
u , H

0
u

) (
H̃+
u , H̃

0
u

)
1 2 1

Ĥd

(
H0
d , H

−
d

) (
H̃0
d , H̃

−
d

)
1 2 −1

Gauginos

The spin-1 SM gauge bosons form gauge supermultiplets with their spin-1
2 fermion

partners (gauginos) named gluinos, winos, and bino respectively for gluons, W bosons,

and the B. Following EWSB Z̃0, γ̃ superpartner mass eigenstates are formed via

mixing the W̃ 0, B̃0 gauge eigenstates as in the SM. The fermionic gluinos are still

members of a color-octet and participate in SU(3)C QCD color gauge interactions.

Higgsinos

While finding the superpartners of the fermion and gauge boson SM fields is a relatively

straight forward process, things are not as simple in the Higgs sector. Two Higgs

supermultiplets, each consisting of a complex Higgs doublet [76], are required in the

MSSM to avoid EW gauge anomalies and give mass to the up and down-type quarks.

The Higgs supermultiplets, labeled up and down, differ from each other in Y = ±1,
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which is necessary for the gauge anomaly created by one to be canceled by the other.

The doublet within each supermultiplet is a doublet of T3 = ±1
2 . Altogether, the SM

doublets of the Higgs supermultiplets are
(
H+
u , H

0
u

)
,
(
H0
d , H

−
d

)
where the electric

charges follow from QEM = T3 + 1
2Y [20, 62].

Due to the structure of the theory, only the Y = +1 up Higgs supermultiplet has

a Yukawa coupling to the up-type quarks thereby generating their masses, while the

Y = −1 down supermultiplet couples to the down-type quarks and charged leptons.

This can most clearly been seen in the form of the superpotential WMSSM (2.35) with

respect to the fields Ĥu, Ĥd.

WMSSM = λdQ̂ĤdD̂
c − λuQ̂ĤuÛ

c + λeL̂ĤdÊ
c + µĤuĤd (2.35)

Of the eight degrees of freedom present in the SM Higgs doublets, three become

longitudinal modes of the Z0 and W± through EWSB, while the remaining five

form mass eigenstates; H±, CP-even h0 & H0, and CP-odd A0. By convention

mh0 < mH0 , identifying h0 with the 125 GeV Higgs and leaving the remaining

four SM Higgs particles to be discovered. The superpartner Higgs states, named

Higgsinos, also mix with the gauginos through EWSB, forming model-dependent

neutralino, χ̃0, and chargino, χ̃±, mass eigenstates. The neutralino mass matrix MN

(2.36) [20] is a function of two soft SUSY breaking mass parameters M1, M2, Higgs

VEVs vu =
√

2 |⟨0|H0
u |0⟩|, vd =

√
2 |⟨0|H0

d |0⟩|, Higgs mass parameter µ, and the

SU(2)L ⊗ U(1)Y gauge couplings g, g ′. Taking WTMNW , where W is unitary, we

find a diagonal matrix of the neutralino masses. The neutralinos (charginos) are

customarily labeled in order of increasing mass, χ̃0
1 < χ̃0

2 < χ̃0
3 < χ̃0

4 (χ̃±
1 < χ̃±

2 ).
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Table 2.3: MSSM sparticle gauge and mass eigenstates, assuming negligible mixing
for the first two sfermion generations. Adapted from [62].

Names Spin R-Parity Gauge Eigenstates Mass Eigenstates

Higgs bosons 0 +1 H0
u H0

d H+
u H−

d h0 H0 A0 H±

squarks
ũL ũR d̃L d̃R (same)

0 −1 s̃L s̃R c̃L c̃R (same)

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

sleptons
ẽL ẽR ν̃e (same)

0 −1 µ̃L µ̃R ν̃µ (same)

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

neutralinos 1
2 −1 B̃0 W̃ 0 H̃0

u H̃0
d

χ̃0
1 χ̃

0
2 χ̃

0
3 χ̃

0
4

charginos 1
2 −1 W̃± H̃+

u H̃−
d

χ̃±
1 χ̃±

2

gluino 1
2 −1 g̃ (same)

goldstino
(gravitino)

1
2 (3

2) −1 G̃ (same)

MN =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

M1 0 −1
2g

′vd
1
2g

′vu

0 M2
1
2gvd −1

2gvu

−1
2g

′vd
1
2gvd 0 −µ

1
2g

′vu −1
2gvu −µ 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.36)

2.2.4 R-Parity

In the SM baryon number, B, and lepton number, L, are conserved due to the lack

of possible renormalizable Lagrangian terms which violate B–L symmetry. However,

this is not the case for SUSY in general, as gauge invariant B–L violating operators

can be constructed from SM fields and their superfield partners. If allowed, such

operators would lead to proton lifetimes orders of magnitude shorter than the measured

p → e+π0 mean lifetime of > 8.2 × 1033 years [20]. To match the experimentally
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observed B–L conservation, including its violation by non-perturbative EW effects,

we impose an additional symmetry on LMSSM in the form of multiplicative R-parity

invariance (2.37) [77], where S is the spin of the particle in question.

R = (−1)3(B−L)+2S (2.37)

All SM particles have R-parity R = +1, while all SUSY squarks, sleptons,

gauginos, and Higgsinos have R = −1. R-parity conservation has many important

consequences beyond just fixing B–L conservation: SM collisions can only produce

even numbers of sparticles, SUSY states can never fully decay to SM particle final

states, and, with nothing else to decay to, the lightest supersymmetric particle (LSP)

is absolutely stable. Additionally, if the LSP is EM and QCD neutral, as implied by

cosmological constraints [78], it will only weakly interact with SM particles, making it

a DM candidate [67,68] which appears as missing transverse energy Emiss
T in collider

experiments.

2.2.5 Gauge Coupling Unification

In the SM the EM and weak interactions are unified into a single SU(2)L ⊗ U(1)Y EW

interaction at high energies. Simultaneously, their running g and g ′ gauge couplings

converge via renormalization. Unfortunately, due to the particular particle content

of the SM, the SU(3)C strong interaction gauge coupling gS does not converge on

the same scale. Intriguingly, including the additional sparticles of the MSSM in

the renormalization group loops unifies21 all three interaction couplings at a scale

MU ∼ 1.5 × 1016 GeV [62, 79, 80] approaching MP as shown in Figure 2.11. This may

only be coincidental, or it may be an inkling of a higher order grand unified theory

(GUT) [81,82,83,84] providing additional motivation for studying SUSY.

21 The convergence is not exact, with the SU(3)C strong coupling landing slightly off the intersection
of the other two, but this is typically explained as an artifact of new particles on the MU scale [62].
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Figure 2.11: Running of the inverse gauge couplings α−1 = (g2/4π)−1 in the SM
(dashed black) and MSSM (solid red) calculated with two-loop renormalization groups
at Q GeV. In the MSSM all three couplings unify around MU ∼ 1.5 × 1016 GeV.
Adapted from [62].

2.2.6 Simplified SUSY Models

Trying to discover SUSY by searching for the full MSSM with its 124 free parameters

is a daunting prospect. Fortunately for experimentalists, we can reduce the complexity

considerably by utilizing simplified models [85,86] where the majority of sparticles

are assumed to be of high enough mass that they can be safely integrated out of the

effective field theory. The few sparticles that remain are chosen with regards to the

particular experimental signature under investigation while still taking naturalness

considerations into account. The results from a search for one simplified model can

often then be generalized to other models via methods such as RECAST [87].

The simplest model possible only consists of pair-produced LSPs, which has the

additional benefit of requiring the lowest production center-of-mass energy. This is not,
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t̃t̃

g̃

t

Figure 2.12: Example diagram of t̃ mass corrections due to a g̃ loop, which implies
a light mass g̃ due to naturalness considerations. Sparticle lines are drawn in red.

however, an optimal search strategy at the LHC due to its relatively low production

cross section. Being a pp collider, the LHC is ultimately colliding color-carrying

quarks and gluons, which couple strongly to the color-carrying squarks and gluinos,

unlike the colorless LSP. Motivated by the naturalness arguments of Section 2.2.2

we include a light stop t̃1 of a few TeV in the simplified model. Similar naturalness

arguments [88,89] can be made for a light gluino g̃ of mg̃ > mt̃1
as it corrects the scalar

t̃ mass through diagrams such as Figure 2.12. While t̃1 and g̃ are expected to have

comparable TeV scale masses, gluinos have a higher pair production cross section due

to their increased color charge as can be seen in Figure 2.13. To complete the model

we must identify an EM and QCD neutral LSP. The lightest neutralino χ̃0
1 matches

this description and should be light overall to satisfy cosmological constraints [78].

The simplified model resulting from these assumptions consists of three sparticles;

g̃, t̃1, and χ̃0
1, with two potential mass orderings as shown in Figure 2.14. To search

for evidence of this model at the LHC we may look for g̃ pair production, taking

advantage of the large cross section, decaying to a final state of four tops plus Emiss
T

via g̃ → t̄t̃1 → tt̄χ̃
0
1 with the t̃1 being on or off-shell as in Figure 2.15. The four

tops subsequently decay to a multi-b final state with varying numbers of leptons as

described in Section 2.1.4. While it is possible for the g̃ pair to decay to other final

states, to simplify the search we assume the g̃ → tt̄χ̃
0
1 branching ratio is 100 %. In the

event of a SUSY discovery, multiple g̃ searches in different final states, each making
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Figure 2.13: NNLOApprox+NNLL q̃ and g̃ production cross sections at the LHC for√
s = 13 TeV [90]. g̃g̃ has a higher pair production cross section than t̃1t̃∗1 due to the

larger color charge, with both falling below inclusive q̃q̃, q̃g̃, and q̃q̃∗ production due
to the increase in multiplicity. Error bands represent the theoretical uncertainty.

their own 100 % branching ratio assumption, could be linearly combined into a single

measurement. For the on-shell decay where mg̃ > mt̃1
we can describe the entire

simplified model with only three parameters; mg̃, mt̃1
,22 and mχ̃0

1
. In the off-shell

decay where mt̃1
> mg̃ we can further reduce this to two parameters by assuming

mt̃1
is an appropriately large23 constant such as 5 TeV, thereby removing it from

consideration. In this case g̃ → tt̄χ̃
0
1 can be modeled as an effective three-body decay

with the final state tops having identical kinematic distributions.

22 The virtual t̃1 alters the kinematics of the final state t and t̄ as a function of m
t̃1

.
23 Setting m

t̃1
to be a very high value, such as O(100 TeV), will suppress this decay channel for the

g̃, thus it is best to keep m
t̃1

O(1 TeV).
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Figure 2.15: Feynman diagrams of g̃ → t̄t̃1 → tt̄χ̃
0
1 decay in a simplified SUSY

model for on and off-shell t̃1. The final state consists of four tops plus Emiss
T in the

form of two χ̃0
1 LSPs.
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3

The LHC and ATLAS Experiment

3.1 The Large Hadron Collider (LHC)

As the name implies, the Large Hadron Collider (LHC) [91] is the largest particle

accelerator ever constructed, considered by some to be the largest single machine in

the world. The main LHC ring has a circumference of 27 km and is located ∼ 100 m

underground near Geneva, Switzerland at the European Organization for Nuclear

Research (CERN), illustrated in Figure 3.1. The massive size of the accelerator is

required to produce pp collisions at a center-of-mass energy
√
s = 13 TeV, the highest

energy achieved by a collider. This energy is built up through a system of boosters

shown in Figure 3.2, resulting in counter-circulating 6.5 TeV proton beams in the

LHC itself. Collisions take place at four interaction points (IP) around the ring for

the ATLAS, ALICE, CMS, and LHCb experiments.

At the heart of the LHC is its superconducting magnetic system consisting of 1232

8 T niobium-titanium (NbTi) dipole magnets used to direct protons around the ring,

along with hundreds of beam focusing quadrupole and higher magnets. The actual

acceleration is done in superconducting radio frequency (RF) cavities, 8 per beam,
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Figure 3.1: An overview of the LHC in relation to the surrounding geography [92].

Figure 3.2: A schematic view of the CERN accelerator complex [93].
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operating at 400 MHz and providing a 5.5 MV m−1 acceleration gradient [91]. During

Run 2 [94] the LHC was filled with nb ∼ 2000 bunches of Nb ∼ 1.1 × 1011 protons,

spaced out by 25 ns, i.e. 10 RF periods. The beam itself contains ≈ 250 MJ of stored

energy, which when combined with the magnet system brings the total stored energy

in the LHC to ∼ 1 GJ.

3.1.1 Luminosity

Particle physics is fundamentally concerned with measuring the probability of a

quantum mechanical process occurring. Theorists can calculate these probabilities

for scattering processes as cross sections1 σ, but in order to find the experimental

expected number of observed events we must also quantify the amount of times an

interaction could potentially occur. This is done via the integrated luminosity L

(3.1a) where the expected number of events is then simply Nevent = σevent L.

L =
∫

L dt (3.1a)

L = N2
b nb frev γr
4π ϵn β∗ × F (3.1b)

The instantaneous luminosity L (3.1b) in turn depends on the parameters of the

colliding beams; the frequency of revolution frev, the relativistic gamma factor γr,

the normalized beam emittance ϵn, the beta function at the IP β∗, and a geometric

factor related to the beam crossing angle F [91]. Together ϵn and β∗ describe the

elliptical area of the beam at the IP, hence their location in the denominator. In

Run 2 Lmax ∼ 10−5 fb−1 s−1 [94] for a total of L = 148.5 fb−1 recorded by ATLAS in

2015–2018 [95].

1 Cross sections have units of area typically expressed in barns, 1 b = 10−28 m, to better handle
the very low cross sections of many processes.
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Figure 3.3: The mean number of interactions per crossing ⟨µ⟩, i.e. pileup, in ATLAS
for 2015–2018 [95]. Changing LHC operating conditions over time, along with the
decay of ⟨µ⟩ within a beam fill, are responsible for the spread of values.

3.1.2 Pileup

In order to increase luminosity the LHC is designed to pack as many protons as

possible into as small a volume as possible. This results in a high L due to multiple pp

interactions per bunch crossing, also known as in-time pileup. Pileup is measured by

the mean number of interactions per crossing ⟨µ⟩, and by the number of interaction

vertices in a single event Nvtx. The LHC provided ATLAS with a wide range of ⟨µ⟩

values over the course of Run 2, from 10 to upwards of 60 depending on the year

as shown in Figure 3.3. The spread of ⟨µ⟩ values is brought on by changing LHC

operating conditions, as well as the natural decay in the number of interactions per

crossing within the lifetime of a single beam fill.

Along with in-time pileup, LHC experiments such as ATLAS must also contend

with out-of-time pileup where particles from past crossings are still being measured

by the detector hardware as new crossings take place. Whatever the source, physics
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analyses must each study the effects of pileup on their measurements. Fortunately,

pileup has been found to have a negligible impact on the results presented in this

dissertation.

3.2 The ATLAS experiment

The ATLAS experiment [96] is one of two general purpose particle physics detectors

at the LHC, joined by the CMS experiment across the ring. Design work on the

detector began in the early 1990s followed by construction in the mid-2000s. Since

the beginning of high energy pp collisions in 20092 ATLAS has produced hundreds of

scientific results, including the joint discovery of the Higgs boson with CMS in 2012.

Today ATLAS continues to test the physics of the SM at the highest energies to date,

while searching for what may lie beyond.

To best measure the many types of final state particles radiating outward from a

collision, the ATLAS detector consists of multiple specialized sub-detectors arranged

in layers around the IP, illustrated in Figure 3.4. Starting near the beam pipe,

charged particle tracking is performed by the Insertable B-Layer (IBL), pixel detector,

Semiconductor Tracker (SCT), and Transition Radiation Tracker (TRT); collectively

known as the inner detector (ID). The ID is enclosed by a superconducting solenoid

magnet producing a 2 T axial field. This field strength is required to appreciably curve

the highly energetic charged particles, thereby allowing for momentum measurements.

Beyond the solenoid magnet particle energies are measured using two calorimeters;

the electromagnetic (ECAL) and hadronic (HCAL). At the outermost layer, the Muon

Spectrometer (MS) sits within the eponymous3 0.2–3.5 T superconducting toroid

magnets, tracking muons which are poorly measured in the ID and calorimeters.
2 Unfortunately delayed by a destructive 2008 magnet quenching incident in the LHC brought on

by an electrical fault in one of the superconducting interconnections [97].
3 ATLAS: A Toroidal LHC ApparatuS.
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Figure 3.4: A schematic representation of the ATLAS sub-detectors [98]. Charged
particles, such as p and e, are tracked by the inner detector (ID) within a solenoidal
magnetic field. Particle energies are then measured in the Electromagnetic (ECAL)
or Hadronic (HCAL) Calorimeters, depending on if they primarily experience EM
interactions; γ, e, or strong interactions; p, n. The Muon Spectrometer (MS) located
within a toroid magnet system tracks muons. Neutrinos escape undetected as missing
energy. Track curvature has been vastly exaggerated for illustration.

A high frequency trigger and data acquisition system (TDAQ) reads out all of the

sub-detectors, identifying interesting events and saving them to disk for later analysis.

3.2.1 Coordinate System

ATLAS utilizes a right-handed coordinate system, illustrated in Figure 3.5, with the

x-axis directed into the center of the LHC ring and the y-axis directed upward out of

the ground. As is common in particle physics experiments the pseudorapidity η (3.2a)

is frequently used in lieu of the polar angle θ. The transverse xy-plane corresponds to

η = 0, the most forward detector components stop at |η| ≈ 5, and the beam line aligns

with |η| → ∞. The pseudorapidity can also be defined in terms of momentum (3.2b)
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Figure 3.5: Coordinate system of the ATLAS detector. The x-axis points to the
center of the LHC ring, while the y-axis is directed upward, and the z-axis is along
the LHC beam line. φ is the azimuthal angle from the xy-plane, while θ is the polar
angle from the z-axis. The pseudorapidity η is defined in terms of θ (3.2a). Image of
ATLAS from [99].

and approximates the rapidity y (3.2c) for directly observed high energy particles

where E ≫ m as is almost always the case at the LHC.

η = − ln
(

tan θ2

)
(3.2a)

η = 1
2 ln

(
|p⃗ | + px
|p⃗ | − px

)
(3.2b)

y = 1
2 ln

(
E + pz
E − pz

)
(3.2c)

A collision’s center-of-mass momentum along the beam line, pz, is not zero as the

actual interacting parton momentum fractions are uncorrelated. Rapidity, and thus
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pseudorapidity, is a particularly useful quantity in these circumstances as differences

in rapidity ∆y ≈ ∆η are invariant under the Lorentz boosts along z caused by pz ̸= 0.

For the same reason the separation of two objects is often defined in terms of η

and azimuthal angle φ as ∆R (3.3a). The transverse momentum of a collision pT

(3.3b) is approximately zero, leading to its extensive use when describing a particle’s

four-momentum. The transverse energy ET, and missing transverse energy Emiss
T , are

similarly useful variables.

∆R =
√

(∆η)2 + (∆φ)2 (3.3a)

pT = p sin θ = p

cosh η (3.3b)

3.2.2 Inner Detector (ID)

The ID, made up of the IBL, pixel detector, SCT, and TRT as shown in Figure 3.6,

occupies the innermost ≈ 1 m of ATLAS. This central location allows for precise

charged particle tracking in the solenoidal magnetic field with minimal interference

from non-active support material. Once a track has been reconstructed from the

many hits it leaves in the different layers of the ID, the originating vertex position can

be measured along with the momentum and sign of the charge. The TRT additionally

provides particle identification (PID) information for electrons.

Insertable B-Layer (IBL), Pixel Detector, and Semiconductor Tracker (SCT)

The IBL [101,102], pixel detector [103,104], and SCT [105,106] are all semiconductor

detectors chosen for their high spatial resolution and ability to be radiation hardened.

When a charged particle passes through a semiconductor it leaves an ionized track

behind as shown in Figure 3.7. The charge carriers, negative electrons or positive

holes respectively for n or p-type doped semiconductors, then produce ionization

currents under an applied bias voltage which can be picked up by readout electronics.
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Figure 3.6: The ATLAS inner detector [100].
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Figure 3.7: Simplified operating schematic of a semiconductor detector. The charge
carriers left in the wake of an ionizing particle produce detectable currents when the
semiconductor is put under a bias voltage. The doping details of the semiconductor
shown in grey are omitted for simplicity as they vary between sub-detectors.
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The pixel detector is made up of three barrel layers and three endcap disks.

Each detector module is finely segmented with a minimum pixel size in cylindrical

coordinates of R − φ × z = 50 µm × 400 µm producing an intrinsic accuracy of

10 µm × 115 µm. Between the layers and disks there are a staggering ∼ 80 × 106

readout channels [96]. The IBL can be thought of as a fourth, innermost, pixel

layer and was added to ATLAS in 2014 to improve tracking precision and b-tagging

performance, while preparing for the higher luminosities of Run 2 and beyond. It

contributes ∼ 12 × 106 additional pixel readout channels as well. Together the IBL

and pixel detector give ATLAS a vertex reconstruction resolution of 11 µm in x and

y, and 24 µm in z [101].

To reduce costs and readout bandwidth in the larger volume outside the pixel

detector, the four layers of the SCT utilize double-sided strip detector modules. The

strips on either side of a module are set at a 40 mrad stereo angle to one another,

allowing for 2D reconstruction in the module plane without pixels. This simplifies

fabrication and lowers the total readout channels to ∼ 6 × 106, at the cost of a

reduced intrinsic accuracy of 17 µm × 580 µm per module [96]. The SCT and pixel

endcaps provide full coverage up to |η| < 2.5 as illustrated in Figure 3.9.

Transition Radiation Tracker (TRT)

The TRT [107,108,109] is a gas drift tube detector constructed out of thousands of

polyimide straws 4 mm in diameter. When a charged particle travels through a straw

it ionizes pockets of gas along its track. These ionization clusters are drifted to a

central wire under high voltage where they initiate cascades in the increasing electric

field and are collected. By measuring the drift time of collected charge, the distance

from the track to the wire can be estimated, as demonstrated in Figure 3.8.

The large cylindrical ID volume of R = 554–1092 mm covered by the TRT allows

it to capture many more hits per track, ≈ 35-40, than the semiconductor detectors
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Figure 3.8: Illustration of track measurements in the ATLAS TRT [110]. As a
charged particle travels through the TRT straws it forms ionization clusters in the
enclosed gas. The ionized charges are drifted to a central wire under high voltage
where they are collected. Clusters formed at a larger radius (1) all travel similar
distances to the wire, leading to a shorter time over threshold when compared to
clusters from a smaller radius (2) which must cover a wider range of distances.

alone, greatly improving the performance of track pattern recognition. To efficiently

instrument such a sizable volume the TRT straws are quite long, 144 cm in the barrel

aligned parallel to the beam line with the wires divided in two at η = 0, and 37 cm

aligned radially in the endcap wheels as shown in Figure 3.9. This covers |η| < 2 with

a total of ∼ 350 000 readout channels. Due to length of the straws, the TRT only

provides R − φ hit measurements at an intrinsic accuracy of 130 µm per straw [96].

Along with measuring hits the TRT also performs a PID function for electrons.

Relativistic charged particles entering a TRT straw emit transition radiation (TR)

photons of a few keV which are detected through the same charge ionization process

as tracks. The TR itself is caused by the particle’s EM fields being forced to satisfy

boundary conditions between the gas and surrounding material of different dielectric
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Figure 3.9: ATLAS ID endcaps [96]. The pixel and SCT cover up to |η| < 2.5, while
the TRT covers |η| < 2. Two pT = 10 GeV tracks are displayed in red. The η = 1.4
track leaves hits in the IBL (not shown), three pixel barrel layers, four SCT endcap
disks, and ≈ 40 straws the TRT endcap wheels. At η = 2.2 the track only intersects
the IBL, first pixel barrel layer, two pixel endcap disks, and four SCT endcap disks.

constants. The intensity of the TR, and resulting ionization, is proportional to the

Lorentz factor γ = E/m [111], and thus for a particular amplitude of collected charge

we can identify the particle by mass. In practice this allows the TRT to identify

electrons from other particles due to their very light masses. In order to increase PID

efficiency the excellent TR absorber Xe is used as the active gas4 while polypropylene

radiator material is placed around the straws. The TR photons deposit much more

energy than a track and can be distinguished with a high threshold of 6–7 keV versus

the track’s low threshold of 250–300 eV.

3.2.3 Calorimeters

The ATLAS calorimeter system [112,113,114] is split into multiple electromagnetic

and hadronic sub-detectors, as illustrated in Figure 3.10, collectively providing

hermetic coverage out to |η| < 4.9. All of the calorimeters used in ATLAS are non-

4 Xe readily absorbs TR photons with energies from 6–15 keV [108], but is prohibitively expensive
in Run 2 after irreparable gas leaks formed in the TRT. The leaking regions are now filled with
significantly less costly Ar, sacrificing some PID performance in the process [109].
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Figure 3.10: The ATLAS calorimeter system [116].

compensating sampling calorimeters, constructed out of alternating layers of dense

absorbing material, such as lead or steel, and active detector material. The absorbing

layers slow down incoming particles and promote showering while the active material

samples the energy of the resulting showers, through ionization or scintillation in

the case of ATLAS. This process repeats itself numerous times through the layers of

the calorimeters until all particles, excluding muons and neutrinos, are stopped with

their energy fully measured. Energy is lost in the absorbing layers requiring careful

calibration of the detector response in order to recover the original particle’s energy.

Fluctuations in the development of showers in the absorbing layers put a limit on

the calibrated energy resolution for sampling calorimeters [115], but the resulting

performance is satisfactory and the simple design lowers complexity and cost.
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Electromagnetic Calorimeter (ECAL)

The electromagnetic calorimeter (ECAL) measures the energy of photons and electrons

in EM showers and is the first layer of the ATLAS calorimeter system. It consists

of three major components of a similar lead-liquid Argon (LAr) design; the barrel

covering |η| < 1.475, outer wheel covering 1.375 < |η| < 2.5, and inner wheel covering

2.5 < |η| < 3.2. The ECAL uses an accordion style geometry for its lead-LAr layers in

order to provide φ symmetry without azimuthal cracks, and is itself divided into two

or three radial segments of different ∆η× ∆φ granularities depending on location [96]

as shown in Figure 3.11. The calorimeter cell size can be safely increased at larger

radii due to the growing lateral spread of the showers. The outermost layer is read

out in ∆η × ∆φ ≈ 0.1 × 0.1 trigger towers by the first level of the trigger system.

At high energies photons undergo e+e− pair production while electrons radiate

bremsstrahlung photons. Between these two effects an EM shower of additional

photons and electrons is created, illustrated in Figure 3.12, spreading out the original

particle’s energy until it can be easily measured. An EM shower in the ECAL ionizes

Ar atoms which are drifted and recorded on electrode plates in a similar manner as

gas ions in the TRT. The longitudinal length scale of an EM shower in a particular

material is described by the radiation length5 X0. The ECAL has a minimum radial

thickness of 22X0 to ensure it captures EM showers in their entirety. The measured

fractional energy resolution in the ECAL barrel (3.4) consists of an energy dependent

stochastic term due to EM shower fluctuations, and a 0.17 % constant term resulting

from local non-uniformities summed in quadrature [96]. For ∼ 100 GeV electrons the

energy resolution is ∼ 1 % which improves with increasing energy.
5 For electrons, the radiative energy loss can be described as dE

dx = − 1
X0
E where the radiation

length X0 is the distance traveled for E to be reduced by a factor of 1/e. For photons, the pair
production probability can be described as dw

dx = 1
λprod

exp (−x/λprod) where λprod = 9
7X0 [115].
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σ (E)
E

= 10 %√
E (GeV)

⊕ 0.17 % (3.4)

Hadronic Calorimeter (HCAL)

The hadronic calorimeter (HCAL) encompasses the ECAL and measures the energy of

hadronic particles which have not been stopped earlier due to their longer interaction

lengths6 λ. Like the ECAL, the HCAL endcaps, covering 1.5 < |η| < 3.2, employ

LAr as the active material in combination with copper absorbing layers. In the

barrel region of |η| < 1.7 scintillating plastic tiles are used with steel absorbers, as

illustrated in Figure 3.13, organized into three readout layers with a total thickness of

7.4λ. The first two barrel layers are segmented into ∆η × ∆φ = 0.1 × 0.1 cells while

the third is coarser at 0.2 × 0.1 [96]. A hadronic shower traversing the HCAL tile

calorimeter excites molecules of the polystyrene tiles which release UV scintillation

light upon returning to the ground state. This UV light is wavelength-shifted to the

visible spectrum by organic fluors embedded in the polystyrene, collected in fiber

optic cables, and measured by photomultipliers tubes located on the outer edge of

the calorimeter.

Hadronic showers are considerably more complex and challenging to measure than

pure EM showers. An example shower is illustrated in Figure 3.14. Energy lost to

nuclear interactions in the absorbing material is invisible to the calorimeter, as is

the energy which escapes in the form of long-lived neutral decay products, such as

neutrinos, neutrons, and kaons. The total fraction of unmeasured energy in a hadronic

shower can be as high as 30–40 % [115]. Additionally, the relative proportions of the

EM and hadronic components of a shower change with energy, producing a non-linear
6 The average nuclear interaction length λ is the distance required to reduce the number of particles

by a factor of 1/e. For hadrons in lead λ = 17.59 cm, in comparison to a radiation length of only
X0 = 0.5612 cm [20].
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Figure 3.11: ATLAS ECAL barrel geometry [96]. Note the folded accordion design
to prevent azimuthal cracks and three layers of different ∆η × ∆φ granularities. The
cells of layer 3 are grouped together by the first level of the trigger (L1) to form
∆η × ∆φ ≈ 0.1 × 0.1 trigger towers.
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Figure 3.12: Illustrative sketches of EM showers in matter [115]. In the simplified
model an incident photon creates a shower with equal energy branches splitting once
per radiation length X0. This is a useful model for representing how energy is diffused
in a shower and the rough scale of X0. In a realistic model the branching behavior is
a stochastic process resulting in a complex shower.
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Figure 3.14: Sketch of a hadronic shower in a calorimeter. As the shower progresses
energy is deposited in the calorimeter through daughter EM showers and the ionization
losses of charged hadrons. A significant fraction of the energy is invisibly deposited
via nuclear interactions in the absorbing material, or escapes the calorimeter in the
form of long-lived neutral decay products. Adapted from [115,117].
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response [117]. Together these effects limit the HCAL resolution for pions (3.5) to

6.6 % at 350 GeV and η = 0.25 [96].

σ (E)
E

= 56.4 %√
E (GeV)

⊕ 5.5 % (3.5)

To account for the differences between the EM and hadronic components of a

shower, topological clusters of calorimeter cells are created and calibrated with factors

derived from pion simulations. Such clusters are said to be at the Local Cluster

Weighting (LCW) scale [118]. An EM scale which only calibrates the EM components

of showers is also available.

3.2.4 Muon Spectrometer (MS)

The components of the Muon Spectrometer (MS) [119, 120], shown in Figure 3.15,

form the final layers of the ATLAS detector and provide tracking information for

muons curving in the toroidal magnetic fields out to |η| < 2.7. Due to their relatively

large mass and lack of strong interactions, muons easily penetrate the numerous

calorimeter layers while retaining the majority of their original energy.7 With its

large mass a muon will also curve less in the ID, negatively impacting the momentum

resolution. The MS was designed to addresses both points by identifying muons

as tracks which make it through the calorimeter, and producing a stand-alone pT

measurement8 with a resolution of 10 % for 1 TeV tracks [96]. Additionally, portions

of the MS within |η| < 2.4 are use in the first level of the trigger system.

The MS consists of three layers of different detector technologies spread over a

large volume as shown in Figure 3.16. Monitored drift tubes (MDT) are the primary

7 High energy charged particles primarily loose energy in matter via bremsstrahlung with − dE
dx ∝ E

m2

[115]. Muons being 200 times lighter than electrons therefore loose energy ∼ 40 000 times slower.
Taus would be even more penetrating, but are halted by their short lifetime of cτ = 87.03 µm [20].

8 Hits in the ID and MS are combined offline to further improve muon track reconstruction.
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Figure 3.15: The ATLAS Muon Spectrometer (MS) [121].

detector technology and are used for precision tracking. The MDTs are arranged

in modules, or chambers, with three or four layers of 3 cm diameter Al tubes on

either side of a mechanical support frame as illustrated in Figure 3.17. The tubes

are filled with a 93 % Ar, 7 % CO2 gas mixture at 3 bar and operate via ionization

charge collection. Together the tubes of each chamber have an average resolution

of 35 µm [96]. An optical alignment system built into the support frame monitors

deformations with temperature fluctuations and time so that they may be accounted

for during track reconstruction.

Cathode strip chambers are used for precision tracking in place of MDTs in the high

particle flux 2 < |η| < 2.7 forward region near the IP. These chambers are multi-wire

proportional detectors with cathodes segmented into strips and benefit from a higher

granularity, rate capability, and time resolution. The triggering functionality of the
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MS is made possible by resistive plate chambers in the barrel and thin gap chambers

in the endcaps. Both are simpler detector technologies with lower resolutions, but

can quickly provide track information to the trigger system within a few tens of

nanoseconds. They also measure the last muon spatial coordinate orthogonal to those

found by the precision tracking chambers.

3.2.5 Trigger and Data Acquisition System (TDAQ)

Collectively the sub-detectors of ATLAS are read out through ∼ 108 channels produc-

ing events 1–2 MB in size. As collisions occur in the LHC at a rate of 40 MHz it is

completely impractical to readout and save every collision.9 Instead interesting events

from a physics perspective must be selected in real-time and recorded via a trigger

and data acquisition system (TDAQ) [123,124] to conserve readout bandwidth and

storage space. After a major upgrade before Run 2 [125] the TDAQ now consists of

two levels, the hardware-based level-1 (L1) trigger and the software-based high-level

trigger (HLT) as illustrated in Figure 3.18. The TDAQ system reduces the 40 MHz

event rate to 100 kHz in L1, limited by the detector readout hardware, and 1 kHz in

the HLT, limited by computing resources. While the trigger decisions are being made

the raw data is buffered on the detector itself in front-end (FE) electronic systems.

The L1 trigger uses custom electronics to process a reduced set of inputs from the

calorimeter and MS detectors in order to rapidly return a L1 acceptance decision and

regions of interest (RoI) in η − φ for the HLT. Calorimeter trigger towers with large

granularities are fed into sliding window algorithms to identify candidate e, γ and

τ energy deposits, illustrated in Figure 3.19, as well as jets, ET, and Emiss
T . Trigger

muons are identified by simplified linear track finding algorithms while requiring

varying levels of coincidence between MS layers to reduce the false positive rate.

The calorimeter and muon information is further analyzed in a topological trigger
9 Which would require operating at an astounding rate of 40–80 TB s−1!
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chamber with layers of tubes on both sides of a mechanical support frame is illustrated
in (b). An optical alignment system built into the support frame continually monitors
for any deformations.
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Figure 3.18: ATLAS trigger and data acquisition system (TDAQ) for Run 2 [125].

to capitalize on spatial and kinematic associations between L1 trigger objects. The

final L1 decision combing all elements is made in the central trigger processor (CTP)

which also enforces dead-time to avoid overlapping readout windows and overflowing

FE buffers.

Following a L1 acceptance, the HLT retrieves precision information from the

calorimeters and MS beyond what was used in L1. Tracking information from the ID

is also incorporated after being reconstructed by the fast tracker (FTK), a hardware

accelerated track pattern recognition system [126]. The HLT considers thousands of

trigger chains, each focused on a particular physics object such as photons or Emiss
T ,

at near offline precision on a cluster of commercial CPUs. The HLT trigger signals
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HCAL towers below an isolation threshold. Similar sliding window algorithms without
isolation criteria are used to identify jets, ET, and Emiss

T .

are generally localized to the RoIs identified by the L1 trigger, but can also utilize

the full detector if required. Events passing a HLT chain are subsequently saved to

permanent storage for later offline reconstruction and analysis. Depending on the

trigger rate, prescaling may be applied to lower the required bandwidth for more

common events, typically at low pT.
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4

Analysis Methods

4.1 Reconstructing Physics Objects

4.1.1 Tracks and Vertices

Charged particles are measured in ATLAS as a series of space-point hits in the silicon

inner detectors and TRT. Track reconstruction algorithms [127, 128] are then used to

build particle tracks from these many individual hits. Sets of three space-points in

the silicon detectors start the process as seed tracks, subject to quality criteria on

their momentum and impact parameters, while also requiring at least one additional

hit be consistent with the seed’s trajectory. These seeds are grown into candidate

tracks containing many matching points through the use of a combinatorial Kalman

filter. The candidate track’s quality is estimated based upon the number and type of

hits in the track, while holes where a hit should have appeared in a layer but was not

observed are penalized. An example track visualization is provided in Figure 4.1. Hits

shared between candidate tracks are resolved with an ambiguity solving algorithm

based on a maximum likelihood approach which takes the candidate track quality

into account, until no hit is contained in more than two tracks and no track has more
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Figure 4.1: Example reconstruction of tracks from hits in the ID [127]. Hits are
scored according to type, holes are penalized, and ambiguous hits are resolved.

than two shared hits.

Once the ID tracks have been reconstructed the multiple primary vertices under-

pinning the collision can be found [129]. A seed vertex is picked near the nominal

interaction point and its position and associated tracks are fit in an annealing proce-

dure [130]. On each iteration the tracks are weighted according to their compatibility

with the vertex, the fit is re-run, and the vertex position is updated. Upon completion

of the annealing process compatible tracks are assigned to the final vertex and the

process is begun again with the remaining tracks until no further vertices can be

created.

Having constructed a primary vertex it is useful to define a coordinate system

for tracks relative to it in the form of impact parameters. The transverse impact

parameter d0 is the distance of closest approach between the track and primary vertex

in the transverse xy-plane as illustrated in Figure 4.2. Likewise, the longitudinal
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Figure 4.2: ATLAS track transverse impact parameter d0 and longitudinal impact
parameter z0 [131].

impact parameter z0 is distance of closest approach along the z-axis.

4.1.2 Jets

Jets resulting from the hadronization of color-carrying partons appear in the detector

as sprays of tracks in the ID and pockets of energy in the calorimeters. ATLAS

typically reconstructs jets with the anti-kt jet algorithm [132] from topological clusters

of hadronic calorimeter cells. The anti-kt algorithm sequentially combines input

objects, topological clusters in this case, to form stable conical jets of radius R

specified as a parameter. The order in which objects are combined is decided by the

“distance” dij between objects i and j, and diB between object i and the beam line:
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dij = min
(
1/p2

T i, 1/p2
T j

) ∆R2
ij

R2 , (4.1a)

diB = 1/p2
T i . (4.1b)

The algorithm computes all dij, diB values and finds the minimum. If dij is the

minimum, objects i and j are merged. Otherwise, if diB is the minimum, the ith

object is declared to be a jet and removed from consideration. The process repeats

until all objects have been assigned to a jet. Effectively, high pT objects will clear

out a radius R in η − φ around themselves, or y − φ as shown in Figure 4.3, joining

with lower and lower pT objects. This has the advantage of forming consistently

shaped jets while maintaining infrared and collinear safety, i.e. being tolerant of soft

radiation changes and collinear splittings.

In practice a radius of R = 0.4 has been found to be optimal for many purposes

and is the standard in ATLAS. Jets with larger radii such as R = 1.0 are also used

in situations where energetic decays boost neighboring jets until they substantially

overlap and form one large-R jet. To limit the effects of pileup radiation on large-R

jets, low pT components are commonly trimmed away [133]. The trimming procedure

re-clusters the constituents of a jet into R = 0.2 subjets via the kt algorithm1 [134].

Subjets with psubjet
T /pjet

T < fcut = 0.05 or 0.1 are then removed.

Once constructed, a jet’s calorimeter mass [135] is computed from its constituent

topological clusters as

M calo =

√(∑
i=1

Ei

)2

−
(∑
i=1

p⃗i

)2

, (4.2)

where the clusters are assumed to be massless, |p⃗i| = |Ei|, for consistency.

1 Identical in operation to the anti-kt algorithm, but with pT in place of 1/pT.
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Figure 4.3: An illustration of the anti-kt algorithm with R = 1 applied to simulated
data [132]. The resulting jets are circular and centered on high pT objects.

When a massive particle decays the magnitude of its decay product’s angular

separation grows as ∼ 2m/pT, implying that the physical jet radius will also depend

on the initiating particle’s m and pT. Ideally each analysis using jets would optimize

their own R value, but it is not feasible to produce jet calibrations for all the resulting

radii. Instead calibrated small-R jets with R = 0.4 can be re-clustered [136] into

larger radius jets of arbitrary size while the original calibration seamlessly propagates

through to the re-clustered jet. Re-clustered jets with R = 0.8 are utilized in this

dissertation analysis.

4.1.3 b-Tagging

To extract the multi-b final state under consideration in this dissertation from the

overwhelming SM backgrounds it is crucial to have a high performance b-tagger.
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Using a variety of techniques ATLAS has developed a mature b-tagging procedure

[137,138,139] constructed out of multiple basic taggers working in unison. B-hadrons

have a relatively long lifetime of ≈ 1.5 ps allowing them to travel appreciable distances,

cτ ≈ 450 µm, from the primary interaction vertex before decaying. The ID can

reconstruct these displaced secondary B-hadron vertices, particularly when enhanced

by the IBL in Run 2, thereby forming the basis of most b-tagging methods. Tracks

from the ID are matched to calorimeter jets with a pT dependent ∆R selection before

their use in the tagger.

The first class of basic taggers operate on track impact parameters to estimate the

probability of a jet being a b, c, or light flavor jet. In a log-likelihood approach, the

transverse and longitudinal impact parameter significances, d0/σd0 and z0/σz0 , for

each track associated to the jet are computed and compared to reference probability

distributions from simulation. The impact parameters are signed with respect to

the jet direction; positive for events with the primary vertex, secondary vertex, and

jet inline as expected for a displaced B-hadron, and negative for events with the

secondary vertex and jet on opposite sides of the primary vertex. As shown in

Figure 4.4, tracks from b-jets have larger impact parameter significances on average

facilitating their identification.

The second class of basic taggers consists of two modified vertex finding algorithms.

The secondary vertex finding algorithm explicitly reconstructs a single secondary

vertex within the jet. All two-track vertices within the jet, that pass quality and

impact parameter selections designed to remove non-B-hadron vertices, are found

and ordered by pT. The leading tracks are then used to reconstruct the secondary

vertex that will appear displaced for b-jets. For an inclusive approach, the decay chain

multi-vertex reconstruction algorithm attempts to identify the full B-hadron decay.

Tracks within the jet are input to a Kalman filter to locate the probable B-hadron

flight path, from primary, to bottom, and then charm vertex. The bottom and charm
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Figure 4.4: Signed impact parameter significances for Z → µµ+ jets events [139].
Tracks from b-jets tend to have larger positive values due to their origin in displaced
B-hadron secondary vertices.

vertices can then be resolved even from single tracks along the flight path, subject to

ID resolution constraints.

Taking the results from all of the basic taggers along with the jet pT and η, a

high-level BDT is trained on simulated data to classify b, c, and light flavor jets. The

particular multivariate tagger used in this dissertation analysis, MV2c10, was trained

to identify b-jets from a background sample of 10 % c, 90 % light flavor jets. The

multi-b analysis [4] has previously found the 77 % b-jet efficiency working point to be

the optimal trade-off between b-jet acceptance and background rejection, reducing c

and light flavor jets by factors of 6 and 134 respectively [138]. The performance of

the MV2c10 b-tagger can be seen in Figure 4.5.

4.1.4 Missing Transverse Energy

While the ATLAS detector has been designed to record as many particles from an

event as possible, weakly interacting stable particles such as SM neutrinos or hypoth-
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working point corresponds to a decision threshold of 0.6459.

esized SUSY neutralinos will escape the detector unseen. However, as momentum is

conserved in the transverse plane and the initial pT is zero, the missing transverse

momentum, or energy Emiss
T , can be measured by summing the pT of all observed

particles:

Emiss
T = −

∑
p⃗T . (4.3)

Consequently, Emiss
T is a vital quantity for SUSY searches as a means of identifying

final state neutralinos. Being a function of all observed particles, Emiss
T is sensitive to

double counting in overlapping objects, visible particles escaping the detector as punch-

through, the inclusion of unassociated particles from pileup, and otherwise poorly
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measured or reconstructed objects. Care must be taken during Emiss
T reconstruction

and calibration that these effects are well understood and minimized where possible

[140]. In particular, a “track soft term” computed using ID tracks [141,142] is often

added to incorporate energy from the primary vertex which is not included in any

reconstructed object, thereby reducing the sensitivity of Emiss
T to pileup beyond what

can be achieved with calorimeter variables alone.

4.2 Jet Calibrations and Uncertainties

After reconstruction jets must be carefully calibrated to account for a myriad of

experimental complications such that their measured energy matches that of the

original parton as closely as possible. The non-compensating nature of the ATLAS

calorimeters, loss of energy to dead material or punch-through, and extra energy from

pileup all affect the jet energy scale (JES) and resolution (JER). The JES calibration

sequence for small-R jets [143] is quite extensive and will be summarized here. It

consists of 7 main steps as shown in Figure 4.6. First, the jets are reconstructed from

EM scale calorimeter clusters with the anti-kt algorithm. The jet direction is then

adjusted to point to the actual primary vertex instead of the geometric center of the

detector. Next, energy contributions from pileup are removed in two stages, with

an area-based pT density subtraction [144] and Monte Carlo (MC) simulation-based

residual correction as a function of η and the number of primary vertices.

The primary correction of the calibration is derived from comparisons of MC

truth and reconstructed jets in bins of pT and η. This absolute MC calibration

corrects for the detector’s varying geometric arrangement and non-compensating

calorimeters, as well as particulars of the reconstruction algorithms and software.

Isolated reconstructed jets are matched to truth jets within a ∆R = 0.3 cone and

the jet energy response R = Ereco/Etruth is computed. The core of the energy

response function is fit to a Gaussian in different pT − η bins with the mean ⟨R⟩ then
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Figure 4.6: The calibration sequence for small-R jets [143].

being numerically inverted [145] to derive appropriate JES calibration factors for

reconstructed jets. The fitted ⟨R⟩ values are provided in Figure 4.7.

Following the MC calibration there are still some residual dependencies of the JES

on the composition and distribution of energy within a jet. In particular, due to their

large color factor, gluon-initiated jets have increased particle multiplicities and softer
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Figure 4.7: Average jet energy response of MC small-R jets at different pT and η
values [143]. As ⟨Ereco/Etruth⟩ < 1.0 the absolute MC calibration increases the energy
of reconstructed jets to better match the truth energy, as well as flattening out the
dependence on η. The response values and error bars are derived from Gaussian fits.
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pT components, leading to a wider calorimeter shower shape. Quark-initiated jets, on

the other hand, tend to have more of their pT carried by hadrons which penetrate

further into the calorimeters. The global sequential calibration accounts for these

flavor dependencies with five additional corrections based on shower and calorimeter

jet variables.

Lastly, in situ calibrations derived from real events in data are used to correct

for any mismodelings in the prior MC-based calibration steps. Nearly all in situ

calibrations exploit some form of pT conservation between the jet to be calibrated

and a well-measured reference object. The mean response ⟨Rin situ⟩ between the jet

pT and appropriate reference pT,

⟨Rin situ⟩ =
⟨
pjet

T
pref

T

⟩
, (4.4)

is found in each case by fitting the response in data and MC. The ratio
⟨
Rdata

in situ

⟩
/⟨

RMC
in situ

⟩
between the two can then be used to make the actual calibration factors.

An in situ η-intercalibration on dijet events corrects remaining response differences

between the forward and central η regions. Momentum balance measurements with

reference photons2 and leptonically decaying Z bosons provide in situ JES corrections

for jets with pT < 950 GeV. These corrections are then propagated to higher pT values

by the multijet balance (MJB) calibration which uses a system of low pT recoiling jets

to balance one high pT jet. All of the in situ calibrations are combined statistically,

as shown in Figure 4.8, before use in the final calibration.

In the end, an unwieldy 80 correlated JES systematic uncertainties in pT and η are

created by the many calibrations, grouped for easier display in Figure 4.9. The total

uncertainty is ∼ 1 % for much of the pT range. For this research the 80 individual
2 See Appendix E for a detailed discussion of the author’s work on the complementary large-R
γ+jet calibration.
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Figure 4.8: Combination of small-R jet in situ JES calibrations [143]. The Z and
photon jet balance measurements provide calibrations for low pT jets, which are then
propagated to higher pT values by the mulitjet balance calibration.

uncertainties are simplified to 3 nuisance parameters via eigenvector decomposition

[143,146], JES1, JES2, and JES3, plus 3 nuisance parameters for the η-intercalibration,

JES_EtaInter_highE, JES_EtaInter_negEta, and JES_EtaInter_posEta.

The JER can be thought of as the standard deviation of a Gaussian fit to the

jet energy response R = Ereco/Etruth. Experimentally the resolution is a function

of pile-up and electronic noise, stochastic variations due to the sampling design of

the calorimeters, and constant energy smearing caused by passive material in the

detector. The noise term is measured from the energy in random ∆R = 0.4 cones,

while the other terms are determined via momentum balances in dijet events. All

measurements are performed in situ and on MC to allow for corrections to be made to

MC jets. Systematic uncertainties on the JER include the JES uncertainty, modeling

uncertainties on the dijet events, and method non-closure. 34 correlated uncertainties

are needed for a full description of the JER uncertainty, but for this research a
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simplified set of 8 JER nuisance parameters, JER1–JER7 plus JER_DataVsMC, was

used. As can be seen in Figure 4.10, the JER is 0.5–2 % with an uncertainty of < 1 %

for jets seen in this dissertation.

4.3 Boosted Decision Trees (BDT)

Boosted decision trees (BDT) are a form of supervised machine learning useful for

classification problems such as the separation of SUSY signal and SM background

events found in this dissertation. In supervised learning a model is trained over

many known examples to use input features, i.e. event level variables, x⃗ to make a

prediction ŷ about the true value y. During the training process parameters θ of the

model are adjusted to minimize a two-part objective function, obj (θ) = L (θ) + Ω (θ).

The training loss L (θ) measures the model’s predictive performance while Ω (θ) is

a regularization term to penalize model complexity. Note that L is a measure of
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the model’s bias3 and Ω is a measure of its variance,4 so the joint obj (θ) is a good

demonstration of the bias-variance tradeoff in action [148].

In signal and background classification problems, with y = 1 and y = 0 respectively,

the binary logistic function,

L =
∑
i

[yi ln (1 + exp(−ŷi)) + (1 − yi) ln (1 + exp(ŷi))] , (4.5)

is an appropriate choice of loss function. Regularization can be carried out in a variety

of ways, but two of the primary methods are known as L1 and L2 regularization5 for

the power of their dependence on the norm of θ:

ΩL1 (θ) ∼ ∥θ∥ , (4.6a)

ΩL2 (θ) ∼ ∥θ∥2 . (4.6b)

A basic classifier can be created from a tree of selections on x⃗ designed to separate

signal and background events at each branch, or split, in the tree. Such a model is

known as a classification and regression tree (CART) [149] and a simple example

can be found in Figure 4.11. As the splits are just selections on the input variables,

they are — somewhat — possible to understand physically, and conveniently do not

need any kind of feature scaling, unlike other machine learning methods. To make a

prediction for an event the tree and its branches are traversed until the event lands

in one of the weighted leaves. The weight of the leaf w is positive (negative) for

signal-like (background-like) events. A logistic function is used to properly transform

w into an output score ŷ = 1/ (1 + e−w) within 0 < ŷ < 1.

3 Errors due to the model not learning about relationships between features, i.e. underfitting.
4 Errors due to a complex model failing to generalize beyond the training data, i.e. overfitting.
5 L1 regularization produces sparse parameters and thus acts as a form of inherent feature selection,

while L2 regularization is more computationally efficient.
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Figure 4.11: Simple classification and regression tree (CART) of only two splittings
on Emiss

T and Njet. Signal-like (background-like) events receive positive (negative)
weights in the leaves.

While simple in operation, individual CARTs are rather poor and limited models

in terms of the behaviors they can successfully predict. However, by taking an

ensemble of K complementary trees, i.e. boosting [150, 151], and summing each

CART’s individual weight wk a much more flexible BDT6 is formed. The component

trees of a BDT are generated by iteratively adding new trees fk (xi) to those which

came before [152],

6 As the leaf weights are variable real numbers rather than integer classes this approach may be
better described as a boosted regression tree, and can indeed handle regression problems without
the logistic function, but in particle physics is colloquially known as a BDT.
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ŷ
(0)
i = 0 ,

ŷ
(1)
i = f1 (xi) = ŷ

(0)
i + f1 (xi) ,

ŷ
(2)
i = f1 (xi) + f2 (xi) = ŷ

(1)
i + f2 (xi) ,

...

ŷ
(t)
i =

t∑
k=1

fk (xi) = ŷ
(t−1)
i + ft (xi) ,

(4.7)

where each tree fk is grown from zero branches while minimizing obj (θ). Through

the ingenious use of a second order Taylor expansion this process can be recast as a

form of gradient descent, and thus is known as stochastic gradient boosting [153,154].

Event weights, essential in MC samples but seldom encountered in machine

learning outside of particle physics, are multiplied with the gradient thereby allowing

the model to proportionally “learn” more from higher weight events. Negative event

weights created by higher order interference terms in MC are a bit harder to address.

In this research such events were dropped while training for safety as XGBoost did

not appear to be using them anyway. Note that the MC event weight is not a factor

when making predictions, so as long as the final BDT’s performance is acceptable

when negative weights are included, this is not an issue.

The number of boosting rounds, and thus trees, K can be chosen in advance but

is better optimized during the training process via early stopping. A small validation

set of events is withheld from the training data and is used to compute a validation

error based on a predefined classification threshold. The validation error will decrease

initially as the BDT is trained until at some point it begins to grow as the model

begins overfitting the training data. The training is stopped when the validation

error has not improved in a specified number of rounds, and the number of trees with

the lowest validation error, Kbest, are retained as the final BDT.
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4.3.1 XGBoost

The XGBoost7 library [152] is a modern open source implementation of gradient

boosted decision tree methods. Through various algorithmic and memory optimiza-

tions XGBoost enjoys faster performance8 than the traditional particle physics

machine learning package, TMVA [157], and has been used in numerous high profile

projects such as the Higgs challenge [158]. L1 and L2 regularization is incorporated

via

Ω (f) = αT + 1
2λ

T∑
j=1

w2
j , (4.8)

where T is the number of leaves in a tree and wj are the leaf weights; however, the

default hyperparameters α = 0 and λ = 1 only enable L2 regularization. Other

important hyperparameters in XGBoost include the learning rate η, which scales

the corrections added by each new tree, maximum tree depth, which sets a limit on

the complexity of any tree via its depth, and the early stopping validation threshold.

For reference η = 0.3 and a maximum depth of 6 are the default values.

4.3.2 Gain

To attempt to attain an understanding of what a trained BDT has learned, we can

compute the Gini importance [149], or mean decrease in impurity, from its trees. At

each split in the BDT the decrease in classification impurity, i.e. how well the split

reduces overlap between classes, is found. The decrease in impurity is then weighted

by the probability of reaching the split9 and averaged over all the trees in the BDT.

Variables which are more influential to the classification therefore receive higher Gini
7 XGBoost: eXtreme Gradient Boosting, github.com/dmlc/xgboost.
8 XGBoost has lost its speed crown in recent years to newer libraries such as LightGBM [155]

and CatBoost [156].
9 Approximated by the fraction of events which do reach the split.
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importance scores. The Gini importance can also be thought of approximately as the

gain in loss function L at each split, and hence is known in XGBoost simply as the

gain. We can also plot the split values from all trees directly to see where the BDT

has decided the best divisions in each input variable lie, although this doesn’t show

the correlations learned between variables which give a BDT much of its predictive

power.

4.4 Statistical Methods

4.4.1 Significance

When evaluating an experimental result it is essential to understand the significance

of the observation, i.e. estimate the likelihood that the new data is incompatible with

known behaviors. In physics the significance Z is typically thought of in terms of the

fluctuation of a standard Gaussian variable10 rather than the p-value11 as is common

in other fields. To convert between the p-value and Z we take

Z = Φ−1 (1 − p) , (4.9)

where Φ−1 is the inverse of the standard Gaussian cumulative probability distribution

[159]. As a point of reference, a Z = 3 result is considered to show evidence of new

physics while a Z = 5 result is the gold standard for discovery.12 Statistically, Z

can be computed from the expected number of signal and background events, s and

b, in many ways [159], each appropriate under different sets of assumptions. The

simplest approximation Z = s/
√
b when s ≪ b is a commonly used shorthand for

the significance, but quickly breaks down in regions with low amounts of expected b.
10 Similar to a Z score, i.e. how many standard deviations σ away from the mean.
11 p = 1√

2π

∫∞
Z
e−x2/2 dx = 1 − Φ (Z) [159]. The p-value is the probability that a subsequent

observation disagrees with the hypothesis being tested by more than the current observation.
12 One-tailed Z = 1.64 ↔ p = 0.05, Z = 3 ↔ p = 1.35 × 10−3, Z = 5 ↔ p = 2.87 × 10−7.
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Additionally, for discovery purposes the estimate of Z should ideally incorporate the

statistical uncertainty on b, σb. A better approximation13 which takes both of these

concerns into account is

ZB = Φ−1
(

1 −B
( 1

1 + τ
; s+ b, 1 + b τ

))
, (4.10a)

τ = b

σ2
b

, (4.10b)

B (x; y, z) = 1
B (y, z)

∫ x

0
ty−1 (1 − t)z−1 dt , (4.10c)

B (y, z) =
∫ 1

0
ty−1 (1 − t)z−1 dt = Γ (y) Γ (z)

Γ (y + z) , (4.10d)

where B (x; y, z) is the regularized incomplete beta function. The ZB approximation

is fast to compute and thus is used widely when developing aspects of the BDT,

typically with a relative σb of 50 % as was observed in [5].

4.4.2 Optimizing Significance

To compute significance results for a machine learning model, like a BDT, in practice

we must first decide a classification threshold to set on the output score ŷ between

the signal and background classes. Receiver operating characteristic (ROC) curves

comparing the true and false positive error rates at different thresholds are one way

of visualizing this choice as is done in Figure 4.12. The integrated area under the

curve (AUC) is equivalent to the probability that a randomly chosen signal event

has a lower ŷ score than a randomly chosen background event [163]. By selecting a

threshold at which to operate the classifier, we are picking one point along the ROC

curve and making a trade-off between false positives and false negatives.
13 In ROOT [160] as BinomialExpZ. The SciPy [161] pseudocode actually used is provided in
Appendix D.1. For a derivation see Appendix E of [162], with the slight difference that there y = s
has been approximated for y = s+ b as now b < s.

79



0.8 0.85 0.9 0.95 1.0
True Positive Rate

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

Fa
lse

 P
os

iti
ve

 R
at

e

BDT (All Masses), AUC: 0.009

Figure 4.12: Example receiver operating characteristic (ROC) curve from the BDT
developed in this dissertation. The average ROC curve over all signal mass points is
shown. The lower-right corner with high true positive rate and low false positive rate,
and hence a small area under the curve (AUC), is desirable.

A simple, but effective, way of making this choice is through brute force; compute

the ROC curve on some small binning in ŷ threshold, loop through all points evaluating

the true background and signal yields, b and s, at each, and then compute Z via ZB or

some other approximation. The point which maximizes Z can then be used to make

the optimal, in terms of expected significance, division between signal and background

classes. To keep the background statistics in the selected signal region from dropping

to zero, thereby causing large background uncertainties to overshadow any significance

gains, as the ŷ threshold is raised ever closer to 1.0, we also require b > 0.5 and

the leading background, tt̄, statistical uncertainty to be < 30 %. Pseudocode of this

significance optimization process can be found in Appendix D.2.

4.4.3 HistFitter

While ZB is a good first step toward understanding the performance of the BDT it is

not a sufficient tool for fully describing the significance and signal exclusion potential of
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Figure 4.13: Overview of a typical HistFitter analysis in terms of fit regions [164].

the analysis across the parameter space of possible SUSY masses. The ATLAS SUSY

group has developed a statistical software framework known as HistFitter [164]

to address these issues, while also taking care of background normalizations in a

semi-data-driven way and managing all sources of uncertainty with their correlations.

HistFitter is a convenient SUSY focused wrapper around HistFactory [165] and

RooStats [166], underpinned by RooFit [167] and ROOT [160]. Control regions

(CRs) with low amounts of signal contamination are constructed to measure the data

via likelihood fits and produce the normalizations needed to bring data and MC into

close agreement. The normalizations are then checked in validation regions (VRs)

before being transferred to signal regions (SRs) where the real question, was signal

observed or not, is answered. A flowchart of the HistFitter architecture can be

found in Figure 4.13. Note that in this method the real data in the SRs is blinded

until the analysis procedure has been verified, and that the VRs are used to validate

the fit before unblinding but are not actually included in the fit itself.

The CR fits are converted to SR normalizations through the use of transfer factors

defined as the square bracketed term of
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Np(SR, est.) = Np(CR, obs.) ×
[
Np(SR,MC)
Np(CR,MC)

]
= µp ×Np(SR,MC) , (4.11)

where Np(SR, est.) is the estimated SR background yield for a normalized simulated

processes p, Np(CR, obs.) is the number of CR events observed in data minus the

expected MC yield for processes other than p, and Np(CR,MC) (Np(SR,MC)) is the

original estimate of the background yield in the CR (SR) from the MC simulation.

For convenience µp is defined to be the ratio of the data and MC yields of p in the

CR as this is the normalization factor ultimately applied to p in the SR.14 It is up to

the physicist performing the analysis to determine what dominate processes p should

be normalized with dedicated CRs.

As a benefit of this approach, many experimental and theoretical systematic

uncertainties on background processes drop out in ratios, reducing their impact on

the SRs. Only changes to the transfer factors, not the raw yields themselves, affect

the SR uncertainty. The systematic uncertainty in a SR is then only made up of

residual systematics which survive the extrapolation process and systematics on

non-normalized backgrounds. Additionally, the total SR uncertainty also includes

MC statistical uncertainties propagated from the CR fit, statistical uncertainties on

MC backgrounds in the SR,15 and statistical uncertainties on the data itself. To allow

for reasonable extrapolations between regions it is crucial that the CRs, VRs, and

SRs be kept as close together kinematically as possible. CRs are also constructed

with background yields many times that of SRs to reduce the effects of statistical

uncertainties.
14 µp is the factor p is rescaled by to have data to MC agreement in the CR.
15 Later represented in HistFitter by γ nuisance parameters.
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4.4.4 Likelihood Function

The likelihood function used in HistFitter (4.12a) [164] is constructed from products

of Poisson distributions, P (n |λ) = 1
n!λ

ne−λ, for the events in each SR16 and CR,

n, as well as standard Gaussian distributions, G, which constrain the systematic

uncertainties (4.12c). Each systematic k ∈ S is represented by its own nuisance

parameter, θk, which is varied about its nominal auxiliary measurement, θ0
k. The

auxiliary measurement fluctuations are constrained by the Gaussian to range from

±1σ about the nominal value of θ0
k = 0 when θk = ±1.

L
(
n,θ0 |µsig, s,µ, b,θ

)
= P SR × PCR × Csyst

=
∏
i∈SR

P (ni, λi) ×
∏
j∈CR

P (nj, λj) × Csyst
(
θ0,θ

)
(4.12a)

λi = λi (µsig, s,µ, b,θ) (4.12b)

Csyst
(
θ0,θ

)
=
∏
k∈S

G
(
θ0
k − θk

)
(4.12c)

The Poisson means λi and λj are functions17 (4.12b) of the signal strength parameter

µsig, signal predictions s, background normalization factors µ, background predic-

tions18 b, and nuisance parameters θ. µsig is used to control the amount of simulated

signal included in the fit, from no signal with µsig = 0 to the nominal expectation

with µsig = 1.

4.4.5 Profile-Likelihood Fit

Once constructed, the likelihood function L (4.12a) can be used to find the p-value of a

particular observation through the employment of a log-likelihood ratio [164,168,169]
16 Here i ∈ SR refers to orthogonal SR bins, i.e. a multi-bin fit. Additional likelihood functions are
needed for non-orthogonal SRs, i.e. a single-bin fit.
17 λ ∼ W (θ) (µsig s+ µ · b) where W (θ) represents any systematics that are applied as weights.
18 In the notation of (4.11) µ is a vector of µp values, while b is a vector of Np(MC) values.
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test statistic,19

qµsig = −2 log
⎛⎝L

(
µsig,

ˆ̂
θ
)

L
(
µ̂sig, θ̂

)
⎞⎠ , (4.13)

where µ̂sig, θ̂ maximize L absolutely20 and ˆ̂
θ maximizes L for a specific value of

µsig. The largest, i.e. most conservative, p-value of a particular µsig null hypothesis is

then calculated by integrating the probability distribution function (PDF) of the test

statistic, f
(
qµsig|µsig,θ

)
:

pµsig =
∫ ∞

qµsig

f (q|µsig,θ) dq . (4.14)

The PDF can be estimated by throwing large numbers of pseudo-experiments

with random values of n and θ0. However, due to the copious amounts of nuisance

parameters encountered in a physics analysis, this is very computationally expensive.

Instead the nuisance parameters are “profiled”, i.e. fit, in data to find the value of θ0

which best matches21 the observations and thus leads to the largest p-value. For the

sake of consistency, it is convention at the LHC to use the same profiled θ0 values

for both the expected and observed p-values. By doing so the expected p-values and

exclusion limits indirectly depend on the observed data in the SRs, and can change

slightly when the data is unblinded.22 The fitted nuisance parameters are displayed

by HistFitter as α values where the displacement from 0 represents any change to

the nominal auxiliary measurement θ0
k and the width represents any fitted constraints

19 The Neyman-Pearson lemma [170] proves that the log-likelihood ratio q is the most powerful
hypothesis test statistic in this case.
20 If the signal contribution is negative, µ̂sig < 0, we should not allow the background to be reduced
non-physically. This is enforced by turning qµsig into an appropriate piecewise function, see [168].
21 Formally θ0 is the maximum likelihood estimation of the nuisance parameters.
22 See Figure A.44 for a demonstration of the effect in this analysis.
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on the ±1σ variation parameterized by θk. An example of fitted nuisance parameters

from this analysis can be found in Figure 5.9. If the width of α is < 1 (> 1) the

corresponding systematic variation originally provided to HistFitter was found to

be too large (small) by the fit. Lastly, in the limit of large numbers of events, even

only O(10), the profiled PDF can be approximated asymptotically [168] via Wilks’

theorem [171] as a χ2 distribution and no pseudo-experiments are required.

With µsig = 1, the profile-likelihood fit gives a p-value of p1 = ps+b for the signal

plus background hypothesis test. However, ps+b has the undesirable tendency to set

overly optimistic limits when there is a downwards background fluctuation in b. To

address this, a background-only fit with µsig = 0, p0 = pb is also performed and the

two are combined to form a signal confidence level CLs [172],

CLs = ps+b
1 − pb

, (4.15)

where 1 − pb is the p-value at which the observed data is incompatible with the

background-only hypothesis. For the purposes of excluding new physics the standard

approach in SUSY searches is to reject phase space at the 95 % CLs level.
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5

The Multi-b Search

The multi-b search [4, 5, 173] is a model dependent search for SUSY in the form of

gluino pair production decaying strongly, via g̃ → t̄t̃1 → tt̄χ̃
0
1 and the top decays of

Section 2.1.4, to a final state of multiple b-jets, neutralinos which appear as Emiss
T ,

and a variable number of leptons. As described in Section 2.2.6 a simplified model for

this decay, known as the Gtt model, only requires two parameters, mg̃ and mχ̃0
1
, in

the off-shell case1 where mt̃ > mg̃. In this dissertation a re-analysis of the 2015–2017

79.8 fb−1 search [4] is presented utilizing a BDT classifier to increase the explored

parameter space.

5.1 Signal and Background Samples

The data and MC samples used in this analysis are very similar to those of the

2015–2017 79.8 fb−1 analysis [4]. An updated event quality cleaning procedure pro-

duced a final dataset with an integrated luminosity of 79.9 fb−1. The MC signal

and background samples are nearly identical to those of [4] though they have been

reprocessed in the current version of the ATLAS offline software. The backgrounds
1 MadGraph models g̃ → tt̄χ̃

0
1 as an effective three-body decay and m

t̃
is set to a constant 5 TeV.
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include tt̄, single-top, tt̄+X,2 W+jets, Z+jets, and diboson samples. tt̄ is the leading

background and is generated with Powheg-Box [174] v2 and the NNPDF3.0 [175]

PDF set. The generators used for each MC sample can be found in Table 5.1. The

data-driven multijet background sample was not available in recent offline software

versions and is omitted from this analysis as it was not a major background in [4].

The kinematic correction3 to address data to MC discrepancies in the 1L channel

developed in [4] has been retained.

The Gtt signal mass grid extends along mg̃ from 1100–2400 GeV in 100 GeV

increments, and along mχ̃0
1

from 1–2000 GeV in roughly 200 GeV increments up to the

kinematically forbidden mg̃ = mχ̃0
1

+ 2mt line. Only off-shell t̃ decays are considered.4

The signal production cross section and its associated uncertainty are derived with

an envelope of predictions from different PDF sets, factorization and renormalization

scales [176].

5.2 Physics Objects

The object selections used in the prior 79.8 fb−1 result are reused in this analysis

for consistency. A summary of the final object definitions is provided below; for full

details on the reconstruction and overlap removal process see [4].

Lepton candidates are selected to increase object quality based on various particle

identification, isolation, impact parameter, and kinematic selections. Both electrons

and muons must have pT > 20 GeV and |z0 sin θ| < 0.5 mm. Electrons are selected

which have |η| < 2.47, |d0| /σd0 < 5, and pass “tight” identification requirements [190].

The electron identification decision is made from ECAL shower shape variables and ID
2 Sometimes grouped together as topEW, or partially grouped as topEW*.
3 Known as RW_1CR.
4 Limited on-shell signal simulation samples were available at the time of analysis, but preliminary

studies appeared to indicate similar BDT classification performance as compared to off-shell events.
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Table 5.1: List of generators used for each simulated processes, adapted from [4].
Process

Generator
Tune PDF Set Cross Section Order

+ Fragmentation/Hadronization

Gtt
MadGraph5_aMC@NLO 2.3.3

A14 NNPDF2.3 NLO+NLL [176, 177, 178, 179, 180, 181]
+ Pythia 8.212

tt̄
Powheg-Box v2

A14 NNPDF3.0 NNLO+NNLL [182]
+ Pythia 8.230

Single-top Powheg-Box v1 (v2)
PERUGIA2012 CT10 NNLO+NNLL [183, 184, 185]

W t-channel (s/t) + Pythia 6.428 (8.230)

tt̄W /tt̄Z
MadGraph5_aMC@NLO 2.2.2

A14 NNPDF2.3 NLO [186]
+ Pythia 8.186

4-tops
MadGraph 2.2.2

A14 NNPDF2.3 NLO [186]
+ Pythia 8.186

tt̄H
MadGraph5_aMC@NLO 2.2.1

UEEE5 CT10 NLO [187]
+ Herwig++ 2.7.1

Dibosons
Sherpa 2.2.1 Default NNPDF3.0 NLO [45, 188]

W W , W Z, ZZ

W /Z+jets Sherpa 2.2.1 Default NNPDF3.0 NNLO [189]

track variables, including TR measurements from the TRT, combined in a likelihood-

based approach. Muons are selected which have |η| < 2.5, |d0| /σd0 < 3, and pass

“medium” identification requirements [191]. The muon identification decision is based

on ID and MS track variables, and the compatibility of the momentum independently

measured in each detector system.

Small-R jets are reconstructed from EM scale calorimeter clusters with the anti-kt

algorithm at a radius of R = 0.4. The jets are then calibrated, as described in

Section 4.2, and cleaned to remove jets from non-collision sources5 [192] and pileup

[193]. Overlap with leptons is removed, and the jets are required to have pT > 30 GeV

and |η| < 2.8. The calibrated small-R jets are then re-clustered into large-R anti-kt

R = 0.8 jets which are subsequently trimmed with fcut = 0.1 and required to

have pT > 100 GeV, |η| < 2.0. The small-R calibration propagates through to the

5 Such “jets” are due to non-collision muons depositing energy in the calorimeters then being falsely
reconstructed as jets. These muons may come from upstream proton beam losses or cosmic-ray
showers [192].
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re-clustered jets as demonstrated in Appendix E.3. The radius of R = 0.8 was chosen

in earlier versions of the analysis [5] to best capture boosted top quark decays in

re-clustered jets, as quantified via the performance of the MΣ
J variable (5.5). The

small-R jets are also tagged as b-jets according to the MV2c10 b-tagger operating at

the 77 % efficiency working point.

The Emiss
T is constructed from all of the reconstructed and calibrated objects in

the event following Section 4.1.4 and includes the track soft term.

5.2.1 Variables

With the above physics objects reconstructed it is useful to create higher level variables

designed to have differing distributions between SM background and SUSY Gtt signal

events. For events with at least one lepton, known as the 1L channel, we define the

transverse mass mT between Emiss
T and the leading lepton to be:

mT =
√

2plepton
T Emiss

T

(
1 − cos

(
∆φ

(
p⃗ miss

T , p⃗ lepton
T

)))
. (5.1)

mT is useful for reducing tt̄ and W+jets backgrounds with leptonic W decays where

it peaks at the W mass while being typically larger in Gtt events. Similarly the

minimum transverse mass between Emiss
T and the three leading b-jets,

mb-jets
T,min = min

i≤3

(√
2pb-jet i

T Emiss
T

(
1 − cos

(
∆φ

(
p⃗ miss

T , p⃗ b-jet i
T

))))
, (5.2)

has a kinematic endpoint near mt for tt̄ background events, while taking higher values

for Gtt as Emiss
T from neutralinos is largely independent of the b-jets. The inclusive

effective mass of the event, defined to be Emiss
T plus the pT of all jets and leptons,

mincl
eff = Emiss

T +
∑
i

pjet i
T +

∑
j

plep j
T , (5.3)
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and effective mass of Emiss
T and the four leading jets,

m4j
eff = Emiss

T +
4∑
i=1

pjet i
T , (5.4)

are both larger for Gtt signal compared to SM backgrounds as they correlate to the

mass scale of the original decaying particles. The total mass of the four leading

re-clustered jets,

MΣ
J =

∑
i≤4

mRC jet i , (5.5)

is also much larger for Gtt events with their up-to-four top decays in comparison to

the leading tt̄ background’s two. The minimum ∆φ between Emiss
T and the pT of any

of the four leading jets in the event,

∆φ4j
min = min

i≤4

(⏐⏐⏐φjet i − φp⃗ miss
T

⏐⏐⏐) , (5.6)

is useful in the zero lepton channel, 0L, for reducing the effects of SM multijet

background events which can appear to possess large amounts of Emiss
T if some jets

are poorly measured or happen to have coaxial neutrinos.

In addition to the above variables from the standard multi-b search which focus

on leading pT objects, new variables sensitive to soft components of the event were

developed during the course of this research. The scalar sum of pT from the fifth and

softer jets,

Hsoft jets
T =

∑
5≤i

pjet i
T , (5.7)

and its combination with the lepton pT sum,
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Figure 5.1: Construction of H leptons + soft jets
T Obfuscated. The data to MC mismod-

eling seen above 500 GeV in H leptons + soft jets
T can be alleviated by setting values above

450 GeV to 480 GeV, forming the still useful H leptons + soft jets
T Obfuscated.

H leptons + soft jets
T =

∑
5≤i

pjet i
T +

∑
j

plep j
T , (5.8)

are high for Gtt events with their many jets and low for SM backgrounds like tt̄

which do not produce more than four jets from the hard scatter. The modeling of

these soft jets in background processes is poorer than for the hard components, and

indeed H leptons + soft jets
T shows some data to MC discrepancies above 500 GeV. However,

creating “H leptons + soft jets
T Obfuscated” by setting values above 450 GeV to 480 GeV

was found to fix the mismodeling while still remaining a useful variable, as shown in

Figure 5.1.

Along with standard object multiplicity variables for jets, b-jets, and signal

leptons, Njet, Nb-jet, Nsig lep, the number of small-R jets with pT > XGeV in |η| < Y ,

Njet(pT > XGeV, η < Y ), and re-clustered jets with m > ZGeV, NRC jet(m > ZGeV)
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are also used.

Lastly, to more simply parameterize the Gtt signal we define

∆m = mg̃ −mχ̃0
1

(5.9)

to be the mass difference between the gluino and neutralino signal masses. A larger

∆m will allow an event to impart more energy to the final state neutralinos, thereby

increasing the potential Emiss
T . Gtt events of this type are considered to be “boosted”,

while those with small values of ∆m, and thus low expected Emiss
T , are considered to

be “compressed”.

5.3 Event Selection

Preliminary event quality cleaning is performed to ensure nominal beam, detector,

and data conditions for all events under consideration. Events are required to have

a primary vertex that contains at least two pT > 0.4 GeV tracks and is consistent

with the IP beam spot. In events with multiple primary vertices, the vertex with the

largest sum of track pT is defined to be the true primary vertex.

Events were required to pass the lowest unprescaled HLT Emiss
T trigger available

in each data taking period, and have Emiss
T ≥ 200 GeV such that the trigger efficiency

was ≈ 100 %. Additional preselections shared with the standard multi-b analysis

further suppressed SM backgrounds; Njet ≥ 4, Nb-jet ≥ 3, pjet 1
T > 30 GeV, and if

Nsig lep = 0 i.e. 0L, ∆φ4j
min > 0.4. This comes at the cost of a reduced Gtt efficiency

of ≈ 30–50 % across the studied mass parameters. Signal efficiency results for the

preselection and each individual selection can be found in Appendix A.1.
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5.4 BDT Analysis

In order to improve on the results obtained by the standard 2015–2017 79.8 fb−1

analysis [4] a BDT approach in XGBoost6 [152] was chosen to increase the signal

and background classification performance, thereby producing higher performance

signal regions and using the available data more efficiently. As the characteristics

of the Gtt final state vary with mg̃ and ∆m these variables were input to the BDT

as parameters following the approach presented in [197]. For Gtt events mg̃, ∆m

take their true values, while for SM background events they are selected uniformly

from the signal mass point distribution. When it comes time to make predictions7

particular values of the mg̃, ∆m parameters can be chosen, effectively returning a

distinct BDT by making constant splits on mg̃ and ∆m branches. In this way one

BDT can be trained across the whole mass parameter space, while still being sensitive

to changes in the signal characteristics in different regions.

To avoid and quantify any overfitting the MC samples were divided into three

sets, the train set with 53.6 % of the data by MC event weight,8 validation set at

13.3 %, and test set at 33 %. The train and validation sets were regularly used to

train the BDT and engineer the signal regions, while the test set was used sparingly

to check for overfitting9 and to produce the final results. All of the MC samples were

divided individually between the three sets to ensure an equal proportion of event

types in each.
6 Data processing performed in Python with uproot [194], Pandas [195], and NumPy [196].
7 BDTs have not been shown to interpolate well between parameter points used in training [197],

thus we shall only pick parameter points used in training when making predictions to be safe.
8 33 % of the data was first set aside for the test set, while the remaining 67 % was divided into 5

folds, one of which was used for validation and the other 4 for training. The folds were also used
independently for cross-validation studies reported in Table A.12.

9 For comparisons between the test and train set in terms of the output ŷ score see Appendix A.9,
and in terms of expected exclusion limit see Figure A.45. No evidence of overtraining was observed.
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5.4.1 Input Variable Selection

The first step in the process of any machine learning analysis is selecting an appropriate

set of input variables, or features. 70 kinematic and high-level variables were initially

considered after verifying each was free of MC mismodeling.10 Input variables

were ranked in an iterative process; the BDT was trained on all variables under

consideration, the lowest variable by gain was removed, and the process was repeated

until only the signal parameters remained. For best results the variable ranking

process was performed a second time on the top 45 variables from the first run. The

final set of 18 input variables, plus the two mass parameters for a total of 20, were

chosen by hand based on the BDT performance as measured by ZB vs mass point,

the mean ZB over select points near the edge of the prior expected exclusion limit,

and the area under the receiver operating characteristic curve (AUC ROC). Detailed

results are provided in Appendix A.2.

The 18 input variables can be divided into two rough groups; a core set of 7 which

provide ∼ 80 % of the performance:

• Njet(pT > 30 GeV, η < 1.3), Njet(pT > 30 GeV, η < 1.5),

• Njet(pT > 30 GeV, η < 2.0), Njet(pT > 50 GeV, η < 1.5),

• H leptons + soft jets
T Obfuscated, mT, Emiss

T ,

and the remaining 11:

• Nsig lep, NRC jet(m > 80 GeV), Njet(pT > 30 GeV, η < 1.0),

• Njet(pT > 50 GeV, η < 1.0), Njet(pT > 50 GeV, η < 1.3),

• Hsoft jets
T , mincl

eff , mb-jets
T,min, MΣ

J , m4j
eff, pb-jet 4

T ,

which help performance at higher masses and in the compressed corner in particular.
10 For data to MC comparisons of the final 18 input variables see Appendix A.10.
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Figure 5.2: Input variables used by the BDT in order of relative gain across all
mass points.

Plotting the input variables by gain as in Figure 5.2 is a valuable way of visualizing

their relative classification utility. The Njet(pT > XGeV, η < Y ) variables are

markedly useful, providing some pT and η information about the final state to the

BDT without all the details of each jet’s four vector. Along with Emiss
T , Hsoft jets

T , and

H leptons + soft jets
T they easily outperform the standard effective mass variables mb-jets

T,min,

mincl
eff , and MΣ

J at the heart of prior analyses. The signal parameters mg̃, ∆m rank

in the bottom quarter of input variables, showing that they do have some effect on

the BDT, but not to an undesirably large degree. Ideally the relative rankings of the

input variables may change with the particular signal parameters under consideration

while the parameters themselves always have low gains. This was observed in the

cross checks of Figure A.11.
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5.4.2 Hyperparameter Tuning

With the input variables in hand, we can next tune the hyperparameters of the

BDT to maximize its performance. Starting from the default hyperparameters of

XGBoost the learning rate η, maximum tree depth, and early stopping validation

threshold11 are simultaneously optimized via Bayesian optimization with a random

forest12 regressor in Scikit-Optimize [200, 201, 202, 203]. This hyperparameter

tuning netted a 3.4 % improvement in the BDT performance as measured by the

mean ZB over select points. Full results are provided in Appendix A.3. The final

tuned hyperparameter values are13:

• Learning rate η = 0.0722758514998,

• Maximum tree depth = 7,

• Early stopping validation threshold = 0.769402992287.

5.4.3 BDT Training

To train the BDT, MC event weights are rescaled such that each signal mass point has

an equal total weight of signal and background events. This fixes the class imbalance

problem, resulting in a more unbiased classifier for both signal and background. Since

the SM background events are uniformly assigned between the signal mass points,

each point effectively receives wbkg
all /N

sig
mass points background events which are then

upscaled to match the uniform amount of signal at the mass point. The rescaled

training weights are only used in training the BDT, all subsequent predictions and

analysis utilize the physical MC weights. The BDT is then trained with early stopping
11 The number of early stopping rounds was set to 10.
12 Bayesian optimization with Gaussian processes [198,199] was also run, but the random forest
optimization found a slightly better result.
13 Note that all of the digits reported here are not significant. However, this is what was returned
by the optimizer and was used while training the final BDT.
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enabled on the validation set, halting after Kbest = 197 boosting rounds14 in ≈ 2 min

on 4 CPU cores.15 For reference, all input variables displayed with their split values

from the trained BDT, and data to MC comparisons, are provided in Appendix A.10.

5.5 Parameter Point Selection

While the BDT can make predictions from any number of signal mass parameter

points it is unwise to attempt to use all possible 115 points when searching for SUSY

as the eventual HistFitter fit may start to be potentially impacted by the look

elsewhere effect, described in Appendix C, as well as being enormously unwieldy. It

is therefore essential to pick a handful of representative points from the mass grid

to simplify matters while still providing good coverage, particularly in the area of

the expected exclusion limit. These points also may differ between the 0L and 1L

channels. Choosing representative points could be performed by hand, with the

physicist selecting particular points via their subjective judgment, as is effectively

the case in many standard cut-and-count analyses of this type. Instead, over the

course of this research, a new approach was developed to identify interesting regions

in parameter space algorithmically.

To group related parameter points we must first define a metric for their similarity.

The parameterized BDT itself can be of great use in this area, as comparable parameter

points should produce similar predictions for the same input events. Quantitatively

this idea can be expressed as the root mean squared deviation (RMSD) between BDT

14 The upper limit Kmax was set to 200 as prior versions of the BDT trained in 100–150 rounds.
The best iteration of Kbest = 197 was noticed after all of the final results had been produced, and
together with an early stopping window of 10 rounds implies that the training halted due to Kmax
rather than early stopping. However, Kbest = 191 ± 8 in the cross-validation studies presented in
Table A.12, so Kbest = 197 is probably not being severely constrained by Kmax. In any case, as the
BDT performance is acceptable this is not a problem, but could mean that another BDT trained
with additional boosting rounds might have produced slightly better results.
15 This is quite reasonable as far as some machine learning algorithms go, and is what enables the
input variable and hyperparameter optimization processes to use so many iterations of the BDT.
For reference, all of the training variables fill ≈ 260 MB of memory across the train and test sets.
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output scores,

RMSD(pi, pj) =
√∑

k

wk
(
ŷ pi
k − ŷ

pj

k

)2
/
∑
k

wk , (5.10)

where ŷ pi
k and ŷ

pj

k are output scores for the same train set event k with different

parameter points, and wk is the appropriate event weight. The RMSD16 is small, or

even zero, for parameter points that result in similar predictions. Thus it is convenient

to transform the raw RMSD values by adding the minimal non-zero RMSD observed

then taking the inverse, 1/(RMSD + RMSDmin>0), such that division by zero issues

are avoided and similar points return higher scores. The radius in mass space,

Rm (pi, pj) =
√(

∆mg̃

)2
+
(
∆mχ̃0

1

)2
, (5.11)

is also useful for relating parameter points as it tends to form compact clusters in

mass space. Again taking the inverse 1/Rm is necessary to have the correct scaling.

Defining the combined similarity metric to be

Wij = 1/(RMSD + RMSDmin>0) + b/Rm , (5.12)

where b is a scaling factor, a connected graph or network17 can be formed with

parameter points as nodes and variable weight edges between them set by Wij.

Related clusters, or communities, within the graph can then be identified via the

Louvain method [205,206], which forms communities such that their internal (external)

weighted edge densities are maximized (minimized). Reasonable communities were

found to be created with b = 1 as shown in Figure 5.3 and Appendix A.4.
16 The Pearson correlation coefficient and reflective Pearson correlation coefficient were also studied
in place of the RMSD, but the correlation between points was too high globally to be a useful metric
for identifying individual clusters.
17 Carried out computationally in NetworkX [204].
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Figure 5.3: Graph of mass parameter points and Louvain communities in the 0L
channel. The position of nodes is set via a spring relaxation algorithm and their size
corresponds to their masses. The edge shading is proportional to Wij and is darker
for stronger edges.

Having formed related communities in parameter space the next simplification is to

reduce each community to a single best representative point. The node with maximum

eigenvector centrality and the node nearest to the center-of-mass were considered as

possibilities for this point, but better results were found with a more physically-based

algorithm. For every community, the algorithm loops over the constituent points

using each in turn to make predictions about all signal events with mass points in the

community. ZB is computed at each point using all available background events with

the proper rescaling. The signal event weights are also uniformly normalized across

mass points to remove any effects from the varying Gtt production cross section.

A significance metric is then formed from the average of these results, with each
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individual significance first capped at Z = 5.0 to reduce the impact of outliers:

Zmetric = ⟨min(5.0, Z)⟩ . (5.13)

The point with the highest Zmetric is considered to be the best point for representing

the whole community, as it maximizes the significance at other points when substituted

for them. Plots of these representative parameter points are shown in Figure 5.4

for the 0L and 1L channels. Both leptonic channels have the community 2 (green)

point in the same location, while the rest are generally near each other and the prior

expected exclusion limit. To simplify the nomenclature parameter points are labeled

according to their lepton channel and community number, i.e. P1L_0 for the 1L

community 0 point.

5.6 Control, Validation, and Signal Regions Selection

While identifying representative parameter points was non-trivial they alone do not

define usable control, validation, and signal regions (CRs, VRs, and SRs) for the

final fit. Fortunately, with a solid BDT classifier it is possible to create the necessary

regions from bins in the output score ŷSUSY, BDT with precisely the desired levels of

signal contamination. SRs are placed at the upper end of ŷ near 1.0 to afford them

the maximum amount of signal acceptance. Lying below the SRs are the CRs needed

to find the proper normalization and the VRs to validate it. As very background-like

events are easy to identify and subsequently receive very low scores near ŷ = 0 they

do not meaningfully contaminate the SR. Instead it is signal-like background events

that score in the ≈ 0.9–0.95 range which are likely to be misclassified by the BDT

and end up in the SR, and thus are where the normalization should be calculated for

the best extrapolation performance.

Within the particular output score defined by each parameter point, ŷ(mg̃,∆m),
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Figure 5.4: Positions of representative parameter points (stars) in the 0L and 1L
channel with the center-of-mass and central node also shown for reference.
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the CR, VR, and SR are algorithmically determined with the following procedure. A

useful binning of ŷ is created starting from 0.002 width bins, rebinned so that each

has Wbkg ≥ 0.5 with the leading background, tt̄, statistical uncertainty ≤ 30 %. S/B

and S/
√
B are plotted after being smoothed with a Gaussian kernel of σ = 0.01 to

reduce statistical fluctuations. Only signal events from the parameter point under

consideration are included in the calculation, and if possible the Gtt production

cross section is reweighted to match the observed 36.1 fb−1 exclusion limits [5]. This

allows for tighter SRs, and larger limits, to be created at low masses where Gtt has

already been excluded to some degree and is the first time such an approach has been

used in an ATLAS SUSY search. The changes to the integrated signal event weights

per mass point can be found in Figure A.20.

The potential range for the SR is defined to be from ŷ = 1.0 to where S/B ≥ 1.0,

Wsig ≥ 4.0, and Wbkg ≥ 1.0. From this initial range multiple SR bins can be formed

to include signal shape information in the fit.18 The highest SR bin is selected in

the same way as the optimized threshold for the ZB calculation, with the expected

background target raised to 1.0, and is thus the best individual SR bin. Up to 4

additional bins of varying widths are allowed below the top bin, sized so they each

have roughly the same amount of expected background events and a minimum of 1.0.

The SR bins are labeled SR0 through SR4 with SR4 being the top bin. To avoid

signal contamination the VR is constructed to begin where S/B ≤ 0.2, S/
√
B ≤ 3,

and continue until Wbkg ≥ 20. Lastly, the CR starts at S/B ≤ 0.1 or the end of

the VR, whichever is lower, and continues until Wbkg ≥ 30. The sizes of the CR

and VR were chosen to provide enough statistics for the normalization while keeping

them as close as possible to the SR. Though it contains many steps this procedure

can create tunable fit regions which are relatively simple to understand, particularly

visually as seen in Figure 5.5. S/B results for all parameter points can be found in
18 Shape fitting in SR ŷ bins has been used previously by the t̃t̃ → 1L search [207], Tables 7 & 15.
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Figure 5.5: Smoothed S/B and S/
√
B for the parameter point P1L_0. The SR

bins start at ŷ = 1.0 on the right with the top optimized SR4 bin in red, and continue
in the light grey down to SR0. The SR bins only take up around half of the available
SR range, after which there is another unused segment where 0.2 ≤ S/B < 1.0. The
VR and CR then follow from right to left as the wide ŷ ranges required to collect the
desired statistics. A summary of the fit region limits and expected event content can
be found in the annotation.

Appendix A.5.

5.6.1 Fit Region Background Compositions

The expected background composition in each fit region of P1L_0 can be seen in

Figure 5.6. tt̄ is the leading background in all regions, followed by single-top. This

is the case as well for the other 1L parameter points. On the train set in the 0L

regions single-top makes up a larger fraction of the SR bins, as seen in Appendix A.5,
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union of all SR bins, SR0 through SR4, while SR4_Gtt_1L_0 is the top bin alone.
Reference lines are provided at 0.1, 0.2, and 0.5. Events are drawn from the train set.

particularly in the top SR4 bins which are ultimately19 the only bins included in

the 0L fits. It was decided to only normalize the tt̄ background with tt̄ dominated

CRs and VRs, constructed via the above procedure, when the single-top fraction was

lower20 before these SR bins were removed.

An additional complication was discovered when switching to the test set during

the final stages of the analysis. As can be seen in Figure 5.12, the 0L bin’s single-top

fraction is smaller in the test set and tt̄ is again the leading background. While the
19 See the following discussion in Section 5.7.2.
20 See SR_Gtt_0L_1 of Figure A.22b.
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train and test set were created in a stratified manner, the low SR bin background

yields, ∼ 1.0 by design, induce enough MC statistical uncertainty to cause background

composition fluctuations of this magnitude. In the end, however, only normalizing

the tt̄ background is sufficient as the test set used in the final results is majority

tt̄ in all SR bins, and HistFitter properly accounts for systematic and statistical

uncertainties on the other backgrounds in the SRs. To increase the background

statistics in the SRs while maintaining a low background yield, future work could

employ the “k-ensemble construction” technique21 currently emerging in ATLAS.

If required, future BDT-driven searches could also create independent flavor-

specific CRs and VRs per SR for each prominent background through the use of an

additional multi-class BDT. The second BDT can be trained on signal-like background

events, with high ŷSUSY, BDT scores from the first two-class BDT, to identify different

background types.22 Together orthogonal selections on ŷSUSY, BDT and the second

BDT’s background-specific ŷ scores could then define flavor-specific CRs and VRs.

This approach was investigated during the course of this research but was not

ultimately pursued.

5.7 Uncertainties

5.7.1 Experimental Systematics

Experimental systematic uncertainties developed by the various ATLAS performance

groups are applied to the underlying events in signal and background samples, before

being propagated through the preselections, BDT predictions, and fit itself. The
21 The k-ensemble construction divides the MC into k folds and trains k machine learning models
over them, while withholding one fold from each model. When the final unblinded test set results
are needed each model is used only to make predictions on events from its withheld fold. In this
way no event’s ŷ score comes from a model that saw that event in training, while still making use of
all available MC statistics in the final result.
22 One multi-class BDT on its own is likely not sufficient as the per class ŷ scores are constrained
to
∑

i ŷi = 1, at least in XGBoost. It is therefore extremely challenging to construct pure
flavor-specific CRs with high ŷSUSY, BDT scores and retain enough statistics.
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leading experimental uncertainty for this analysis was the JER23 [143]. Additional

sources of experimental uncertainty include the JES [143], jet vertex tagger (JVT)

[208], b-tagging efficiencies and mis-tagging rates [138,139], and integrated luminosity

[209]. A systematic uncertainty arising from the kinematic correction to the 1L

channel is also included. To fix issues in the flavor tagging calibration a constant

40 % uncertainty is applied to W/Z+jets and diboson samples. Other experimental

systematics have been shown previously to be negligible in this final state [4, 5].

5.7.2 Theoretical Systematics

Many theoretical systematic uncertainties are included in this analysis, each affecting

different MC samples. Starting with tt̄, hadronization and parton shower systematic

variations are evaluated by generating events in Powheg then comparing the results

of showering with Herwig++ 2.7.1 [47] via the cluster model, and Pythia 6.428 [5]

via the Lund string model. Initial and final state radiation is varied in the Powheg

samples by showering with the radHi and radLo settings of Pythia 6.428 [210],

which change the renormalization scale to αS (2Q) and αS
(

1
2Q
)

respectively. The

effect of the choice of tt̄ matrix-element generator24 is evaluated by comparing results

from samples generated with Powheg and MadGraph5_aMC@NLO. For tt̄ events

produced with extra heavy-flavor jets, i.e. tt̄+ ≥ 1b and tt̄+ ≥ 1c, an additional

uncertainty derived by varying the cross section of such events by 30 % [5] is included

to account for the large theoretical uncertainties on these processes.

Single-top samples receive radiation systematic variations from Pythia 6.428
23 The simplified 8 nuisance parameter version of the JER systematic was used as it had been
shown to be sufficient in prior multi-b results [4]. As can be seen in Figure 5.9 the JER nuisance
parameters are slightly constrained, indicating that the full set of correlated nuisance parameters
may be a better option going forward.
24 In reality more than two generator variations should be considered, but using two is common
practice with the justification that the final results do not strongly depend on the generator
systematic. This is the case for this analysis shown in Figure A.27 where doubling the size of the
estimated generator systematic does little to change the final exclusion limit.
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in the same manner as tt̄, and a constant 5 % uncertainty on their cross sections

from HatHor predictions [211]. Additionally, single-top is particularly sensitive

to interference between the tt̄ and Wt processes. This interference is modeled

with inclusive WWbb events, generated with MadGraph5_aMC@NLO, which are

compared to the sum of tt̄ and Wt.

The W/Z+jets samples receive uncertainties from varying the scale used to match

between jets originating from the matrix element and in the parton shower. The

factorization, renormalization, and resummation scales are also varied by factors of 0.5

and 2 [5]. A constant, uncorrelated 50 % uncertainty is applied to the normalization

of the minor tt̄ + W/Z/H, tt̄tt̄ and diboson backgrounds. Lastly, the Gtt signal

samples receive an uncertainty on their production cross sections from an envelope of

predictions [176].

The theory systematic uncertainties, when not fixed values, are derived from

MC truth samples processed with continuous b-tagging via the tag rate function

(TRF) [212] to improve statistics.25 Unfortunately, some of the regions formed by the

strict selections on ŷSUSY, BDT still have limited MC statistics. Additionally, as the

truth samples are not reconstructed some of their nominal input variable distributions

differ from the corresponding standard MC samples. While these were not issues

for the standard analysis [4] they result in some BDT SR bins having extremely

large calculated theory systematics for tt̄ and single-top. To address this issue it was

decided, before unblinding, to prune any SR bins where the combined tt̄ or single-top

theory uncertainty plus its error was so large it would translate to ±1 in the event

yield.26 For tt̄ (single-top) with ≈ 0.5 (≈ 0.25) events in each SR bin, this works out

25 Events failing the nominal b-jet selections are not rejected outright, but are instead weighted
according to the probability they might contain mis-tagged jet(s).
26 The full Run 2 multi-b analysis can request the generation of additional samples to improve MC
statistics, and pass them through the reconstruction process to feed the BDT the same kind of
variables it was trained on.
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to be a threshold of ≥ 200 % (≥ 400 %). The event-driven tt̄ and single-top theory

systematic relative uncertainties for the remaining regions are provided in Figure 5.7,

with their initial versions in Figure A.28.

5.7.3 Statistical Uncertainties, Combining Uncertainties, Nuisance Parameters

Two types of statistical uncertainties are encountered in the fit; uncertainties from the

extrapolation of the tt̄ normalization from CR to SR, µtt̄, and uncertainties on the

yields of sub-leading backgrounds in SRs as predicted from the MC samples, γ. All

of the uncertainties are given to the fit individually, allowing the proper correlations

to be taken into account as needed. Tables of each uncertainty in every region can be

found in Appendix A.6.1. To concisely summarize the many uncertainties they have

been grouped by type and region in Figure 5.8. An example of the fitted nuisance

parameters in one region is displayed in Figure 5.9, with all regions provided in

Appendix A.6.2.

5.8 Fit Construction

Fit regions from different parameter points are non-orthogonal within a lepton channel

as ŷSUSY, BDT is correlated between regions. This is most easily seen in the low ranking

of mg̃ and ∆m in Figure 5.2 and the RMSD-only graph of Figure A.16. However,

across lepton channels, fit regions are orthogonal by definition. To make use of all

regions in the fit we therefore construct orthogonal27 combinations of 0L and 1L

regions, such as Gtt_0L_1_Gtt_1L_2, and then combine these into one larger non-

orthogonal fit. Individual regions with large VR pulls indicating a poor normalization

extrapolation from CR to SR, such as Gtt_1L_1, are first dropped to improve the fit

quality. All possible 0L, 1L combinations are initially considered, however not all are

equally useful as, like a dot product, the best gains come from combining regions with
27 Here orthogonal (non-orthogonal) refers to a multi-bin (single-bin) fit in HistFitter.

108



V
R

_G
tt_

0L
_0

S
R

4_
G

tt_
0L

_0

V
R

_G
tt_

0L
_1

S
R

4_
G

tt_
0L

_1

V
R

_G
tt_

0L
_3

S
R

4_
G

tt_
0L

_3

V
R

_G
tt_

1L
_0

S
R

0_
G

tt_
1L

_0

S
R

1_
G

tt_
1L

_0

S
R

3_
G

tt_
1L

_0

S
R

4_
G

tt_
1L

_0

V
R

_G
tt_

1L
_2

S
R

0_
G

tt_
1L

_2

S
R

1_
G

tt_
1L

_2

S
R

3_
G

tt_
1L

_2

S
R

4_
G

tt_
1L

_2

V
R

_G
tt_

1L
_3

S
R

4_
G

tt_
1L

_3

0

0.5

1

1.5

2

2.5

3

3.5

fr
ac

tio
na

l s
ys

te
m

at
ic

 u
nc

er
ta

in
ty

parton shower
radiation
generator
quadrature

Epland PhD Thesis

(a) tt̄

V
R

_G
tt_

0L
_0

S
R

4_
G

tt_
0L

_0

V
R

_G
tt_

0L
_1

S
R

4_
G

tt_
0L

_1

V
R

_G
tt_

0L
_3

S
R

4_
G

tt_
0L

_3

V
R

_G
tt_

1L
_0

S
R

0_
G

tt_
1L

_0

S
R

1_
G

tt_
1L

_0

S
R

3_
G

tt_
1L

_0

S
R

4_
G

tt_
1L

_0

V
R

_G
tt_

1L
_2

S
R

0_
G

tt_
1L

_2

S
R

1_
G

tt_
1L

_2

S
R

3_
G

tt_
1L

_2

S
R

4_
G

tt_
1L

_2

V
R

_G
tt_

1L
_3

S
R

4_
G

tt_
1L

_3
0

1

2

3

4

5

6

7

fr
ac

tio
na

l s
ys

te
m

at
ic

 u
nc

er
ta

in
ty

radiation
interference
quadrature

Epland PhD Thesis

(b) Single-top

Figure 5.7: Event-driven theory systematic uncertainties for tt̄ and single-top.
The tt̄ uncertainties include parton shower, radiation, and generator systematics
components, while single-top includes radiation and interference. The quadrature
sum, with error, is also displayed. SR bins with a quadrature sum plus error greater
than the blue dashed thresholds are removed from the fit before unblinding. This has
the effect of removing all of Gtt_0L_4, while Gtt_0L_2, Gtt_1L_1, and Gtt_1L_4
were removed for other reasons detailed in Section 5.8.
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Table 5.2: Selected fit region definitions. Note that regions in different lepton
channels are orthogonal by construction, while regions within a lepton channel are
non-orthogonal. For regions of a particular parameter point the selections on ŷ make
each CR, VR, and SR bin orthogonal among themselves.

Region mg̃ mχ̃0
1

Nsig lep Type ŷ Selection

Gtt_0L_0 1900 GeV 400 GeV 0
CR 0.88400 ≤ ŷ0L_0 < 0.94200

VR 0.94200 ≤ ŷ0L_0 < 0.97200

SR4 0.99836 ≤ ŷ0L_0 ≤ 1.00000

Gtt_0L_1 2000 GeV 1000 GeV 0
CR 0.91800 ≤ ŷ0L_1 < 0.95000

VR 0.95000 ≤ ŷ0L_1 < 0.97200

SR4 0.99717 ≤ ŷ0L_1 ≤ 1.00000

Gtt_0L_3 1900 GeV 1200 GeV 0
CR 0.93000 ≤ ŷ0L_3 < 0.95400

VR 0.95400 ≤ ŷ0L_3 < 0.97000

SR4 0.99621 ≤ ŷ0L_3 ≤ 1.00000

Gtt_1L_0 2100 GeV 800 GeV ≥ 1

CR 0.90800 ≤ ŷ1L_0 < 0.95000

VR 0.95000 ≤ ŷ1L_0 < 0.97400

SR0 0.99400 ≤ ŷ1L_0 < 0.99500

SR1 0.99500 ≤ ŷ1L_0 < 0.99600

SR3 0.99700 ≤ ŷ1L_0 < 0.99800

SR4 0.99800 ≤ ŷ1L_0 ≤ 1.00000

Gtt_1L_2 1100 GeV 400 GeV ≥ 1

CR 0.93400 ≤ ŷ1L_2 < 0.95200

VR 0.95200 ≤ ŷ1L_2 < 0.96600

SR0 0.99300 ≤ ŷ1L_2 < 0.99400

SR1 0.99400 ≤ ŷ1L_2 < 0.99500

SR3 0.99600 ≤ ŷ1L_2 < 0.99706

SR4 0.99706 ≤ ŷ1L_2 ≤ 1.00000

Gtt_1L_3 1800 GeV 1200 GeV ≥ 1
CR 0.91800 ≤ ŷ1L_3 < 0.94400

VR 0.94400 ≤ ŷ1L_3 < 0.96200

SR4 0.99562 ≤ ŷ1L_3 ≤ 1.00000

110



S
R

4_
G

tt_
0L

_0
 

S
R

4_
G

tt_
0L

_1
 

S
R

4_
G

tt_
0L

_3
 

S
R

0_
G

tt_
1L

_0
 

S
R

1_
G

tt_
1L

_0
 

S
R

3_
G

tt_
1L

_0
 

S
R

4_
G

tt_
1L

_0
 

S
R

0_
G

tt_
1L

_2
 

S
R

1_
G

tt_
1L

_2
 

S
R

3_
G

tt_
1L

_2
 

S
R

4_
G

tt_
1L

_2
 

S
R

4_
G

tt_
1L

_3
 0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

R
el

at
iv

e 
U

nc
er

ta
in

ty

 jetsbSUSY strong production: Multi-Rel21 MC

-1 = 13 TeV, 79.9 fbs
AnalysisBase,21.2.55

  3≥-jets b  4, ≥jets 
  200 GeV≥ miss

TE

Epland PhD Thesis Total Uncertainty
Theoretical
Experimental
MC Statistical
CR Statistical

Figure 5.8: Relative uncertainties per SR. The displayed theoretical and experimen-
tal components are simple quadrature sums of all the relevant individual systematic
uncertainties. The total uncertainty produced by the fit takes into account all of the
proper correlations.

similar parameter points, i.e. both boosted or compressed. Redundant combinations

which do not contribute to the non-orthogonal fit are removed. This has the effect of

dropping Gtt_0L_2 and Gtt_1L_4 as they are no longer needed in any combination.

The expected individual exclusion limits of the retained combinations can be seen

in Figure A.35. Upon cross referencing the parameter point locations shown in

Figure A.34 one can see that the BDT parameterization is working as intended, with

boosted points driving the boosted limit particularly when two boosted points are in

combination, and vice versa for compressed. A summary of all regions used in the

final fit, with SR bins pruned according to Section 5.7.2, can be found in Table 5.2.
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Figure 5.9: Gtt_0L_0_Gtt_1L_0 fitted nuisance parameters at different levels of
unblinding. µtt̄ represents statistical uncertainties on the normalization extrapolation
from CR to SR. γ represents statistical uncertainties on SR background yields in
MC. α represents the fitted nuisance parameter for a particular systematic. The
displacement from 0 represents any change to the nominal measurement and the
width represents any fitted constraints to the ±1σ variations. Here some of the JER
and theory systematics appear to be slightly constrained. When the fit is fully blinded
only the constraints can be estimated from MC, after unblinding the CR and VR the
displacements from nominal are added. The unblinded SRs can have a large impact
on the nuisance parameter displacements, as discussed in Section 4.4.5, but as long
as they remain within |α| < 1 as seen here there is no cause for concern.

5.9 Results

5.9.1 Background Fits

Having constructed effective fit regions, the data and MC samples are first fit in the

CRs and VRs as shown in Figures 5.10 and 5.11. The CRs have event yields of ≈ 30

as designed, and the fits show reasonable agreement between the data and expected

MC with tt̄ normalization factors near µ ≈ 1.0. Extrapolating to the VRs, the

normalizations produce satisfactorily small pulls between the expected and observed
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Figure 5.10: Control region fits. The tt̄ normalization factors, µ, are distributed
near 1.0 and each CR has an yield of ≈ 30 events as expected.

yields of ≈ 20. Most VRs either showed an improvement in the data to MC agreement

after application of the tt̄ normalization factors or remained the same, as illustrated

by Figure A.37.

5.9.2 Exclusion Fits

After verifying that the analysis strategy, uncertainties, and background fits were all

acceptable the decision was made to unblind the analysis and look at the data in

the SRs. The resulting yields are displayed in Figure 5.12. As constructed, the MC

background yields in each SR bin were ≈ 1–2 events and no significant excesses were

observed in data. The largest pulls between observed and expected of ≈ 1.5σ were

seen in SR3_Gtt_1L_0 and SR4_Gtt_1L_3. Detailed event yields for each region

are provided in Appendix A.8.2.

No events were observed in data for any of the three non-orthogonal 0L SR bins.

Additional studies were conducted to estimate the probability of this result occurring
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Figure 5.11: Validation region fits. The tt̄ normalization factors produce relatively
small pulls between expected and observed event yields. Each VR has a yield of ≈ 20
events as expected.

with the expected background distributions. The total number of background events

in the 0L SR bins without double counting was found from the MC samples and used

as the mean λ of a Poisson distribution to produce the probability p (n = 0 |λ) = e−λ.

On the train set28 p (0 |λ) = 0.15 with a maximum and minimum value of 0.16 and

0.07 respectively over all the systematic variations. These studies show that the

probability of observing zero 0L events by chance with these SRs is not insignificant,

though a re-examination of the differences between 0L and 1L events in future work

may be prudent.

The observed exclusion limit is consistent with the expected limit across the

whole contour as seen in Figure 5.13. As could be anticipated from the lack of

excesses in the SR bins, there are no suspicious dips in the observed exclusion

limit hinting at a possible Gtt signal. Compared to the prior results from this
28 On the test set p = 0.09, while together p = 0.13. This is another area where the k-ensemble
construction could be useful for eliminating the differences between fixed train and test sets.
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Figure 5.12: Signal region fits. No significant excesses above the expected ≈ 1–2
events per SR bin were observed, while no events at all were seen in data for any of
the three non-orthogonal 0L SR bins.

dataset, provided in Figure A.38 for reference, the BDT analysis appreciably extended

the expected exclusion limit29 by 100–200 GeV across the whole contour as seen

in Figure 5.14a. This resulted in 250 GeV of new phase space along mχ̃0
1

in the

compressed region, up to approximately mχ̃0
1

= 1.4 TeV, being excluded by the

observed limit as shown in Figure 5.14b. Individual exclusion limits for each region

can be found in Appendix A.8.1.

The exclusion limit results can also be displayed in terms of the underlying CLs

values and cross section upper limits per mass point as is done in Figure 5.15. The

slight outward bump in the upper-right corner of the observed contour is due to the

mg̃ = 2300 GeV, mχ̃0
1

= 1400 GeV mass point pulling the extrapolated curve in its

direction.

29 See Appendix B for additional discussion in terms of the maximum potential performance.
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Figure 5.13: Observed and expected exclusion limits for the 79.9 fb−1 BDT analysis.
Good agreement was found between the observed and expected limits.
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(b) Observed

Figure 5.14: Comparison of the expected and observed exclusion limits for the BDT
analysis and standard 79.8 fb−1 result [4]. The BDT analysis extended the expected
exclusion limit by 100–200 GeV across the whole contour, and the observed limit by
250 GeV in mχ̃0

1
up to approximately 1.4 TeV.
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(b) Cross Section Limits

Figure 5.15: Observed CLs and cross section limits for the 79.9 fb−1 BDT analysis.
For the expected cross section limits see Figure A.36.
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6

Conclusions

Over the course of the research presented in this dissertation, machine learning

methods in the form of a BDT were first applied to the multi-b plus Emiss
T Gtt final

state, leading to an increase of 100–200 GeV in the expected exclusion limit across

the whole contour. The observed results were consistent with the expected limit, and

extended the excluded region1 by an additional 250 GeV to approximately 1.4 TeV

in mχ̃0
1
. No evidence for SUSY was observed. If followed by similar negative results

with the full Run 2 dataset in all channels at ATLAS and CMS, as has been the

trend thus far, significant experimental constraints will be placed on SUSY. This

will likely necessitate a major theoretical reassessment of SUSY’s naturalness and

beauty in resolving the SM’s Higgs sector hierarchy problems and lack of a natural

DM candidate.

While constructing the BDT analysis a new approach was developed to algorith-

mically select Gtt mass parameter points for signal region creation through the use of

a weighted graph structure. At each parameter point fit regions were algorithmically

created from the output ŷSUSY, BDT score and expected S/B ratio. Cross section

1 From the standard analysis on the same dataset [4].
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exclusion limits from prior analyses were incorporated for the first time in this signal

region optimization process. New variables aimed at measuring signal to background

differences in the low pT components of the event, Hsoft jets
T and H leptons + soft jets

T , were

identified and observed to give good performance when used appropriately. Variables

of the form Njet(pT > XGeV, η < Y ) were found to be surprisingly useful, and

together with Emiss
T , Hsoft jets

T , and H leptons + soft jets
T had much higher gains in the BDT

than the mb-jets
T,min, mincl

eff , and MΣ
J mass variables central to prior analyses. While useful

in its own right, this research also directly contributes to the analytical techniques

that will be utilized by the full Run 2 multi-b search, helping to maximize its signal

sensitivity and thereby hopefully discover, or substantially exclude, SUSY at the

LHC.
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Appendix A

Supplementary Multi-b Plots

A.1 Preselection Efficiency Studies
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Figure A.1: Gtt signal efficiency of the full preselection.
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Figure A.2: Gtt signal efficiency of the Emiss
T trigger preselection.
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Figure A.3: Gtt signal efficiency of the Njet ≥ 4 preselection.
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Figure A.4: Gtt signal efficiency of the Nb-jet ≥ 3 preselection.
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Figure A.5: Gtt signal efficiency of the Emiss
T ≥ 200 GeV preselection.

123



1000 1200 1400 1600 1800 2000 2200 2400
m(g) [GeV]

0

200

400

600

800

1000

1200

1400

1600

1800

2000

m
(

0 1)
 [G

eV
]

Kinematica
lly Forbidden

0.900

0.925

0.950

0.975

1.000

1.025

1.050

1.075

1.100

pje
t1

T
 

 3
0 

Ge
V

pjet1
T   30 GeV

ATLAS-CONF-2018-041

Figure A.6: Gtt signal efficiency of the pjet 1
T > 30 GeV preselection.
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Figure A.7: Gtt signal efficiency of the 0L ∆φ4j
min > 0.4 preselection.
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A.2 Input Variable Selection
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Figure A.8: BDT performance measured via mean ZB on selected mass points
during the iterative input variable selection process.
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Figure A.9: BDT performance measured via ROC AUC during the iterative input
variable selection process.
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Figure A.10: Selected mass points for use in computing mean ZB in the input
variable selection and hyperparameter tuning processes.
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(b) Boosted

Figure A.11: Change in input variable gain when comparing the BDT over all signal
parameter points to individual compressed and boosted points. The trial compressed
point is located at mg̃ = 2 TeV, mχ̃0

1
= 1.2 TeV, while the boosted point is located at

mg̃ = 2.3 TeV, mχ̃0
1

= 1 GeV.
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A.3 Hyperparameter Tuning
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Figure A.12: BDT performance measured via mean ZB on selected mass points
during the Bayesian optimization of hyperparameters with a random forest regressor
and 200 iterations. The learning rate η, maximum tree depth, and early stopping
validation threshold were optimized simultaneously. The optimal point, marked in
green, showed a 3.4 % improvement over the initial values.
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A.4 Parameter Point Selection
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Figure A.13: Graph of mass parameter points and Louvain communities in the 1L
channel. The position of nodes is set via a spring relaxation algorithm and their size
corresponds to their masses. The edge shading is proportional to Wij and is darker
for stronger edges.
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Figure A.14: Graph of mass parameter points and Louvain communities in the
0L channel. The position of nodes is set on the standard mg̃, mχ̃0

1
mass grid and

their size corresponds to their masses. The edge shading is proportional to Wij and
is darker for stronger edges.
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Figure A.15: Graph of mass parameter points and Louvain communities in the
1L channel. The position of nodes is set on the standard mg̃, mχ̃0

1
mass grid and

their size corresponds to their masses. The edge shading is proportional to Wij and
is darker for stronger edges.
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Figure A.16: Graph of mass parameter points and Louvain communities in the 0L
channel, when Wij is only a function of the RMSD, i.e. b = 0.
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Figure A.17: Graph of mass parameter points and Louvain communities in the 0L
channel, when Wij is only a function of the radius in mass space Rm (pi, pj).
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Figure A.18: Graph of mass parameter points and Louvain communities in the 0L
channel, when Wij is only a function of the RMSD, b = 0. The position of nodes is
set via a spring relaxation algorithm.
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Figure A.19: Graph of mass parameter points and Louvain communities in the 0L
channel, when Wij is only a function of the radius in mass space Rm (pi, pj). The
position of nodes is set via a spring relaxation algorithm.
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A.5 Control, Validation, and Signal Regions Selection
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Figure A.20: Change in total Gtt event weight per mass point after reweighting
the production cross section to match the observed 36.1 fb−1 exclusion limits [5].
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(b) Background Composition

Figure A.21: Smoothed S/B & S/
√
B, and background composition for P0L_0.
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Figure A.22: Smoothed S/B & S/
√
B, and background composition for P0L_1.
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Figure A.23: Smoothed S/B & S/
√
B, and background composition for P0L_3.
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Figure A.24: Smoothed S/B & S/
√
B, and background composition for P1L_0.
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(b) Background Composition

Figure A.25: Smoothed S/B & S/
√
B, and background composition for P1L_2.
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Figure A.26: Smoothed S/B & S/
√
B, and background composition for P1L_3.
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A.6 Uncertainties
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Figure A.27: tt̄ generator theory systematic validation study. Here the simplistic tt̄
generator systematic created from only two variations has been doubled in the fit,
with little to no effect on the exclusion limit results when compared to the nominal
result. This shows that it is acceptable to use the simplified two-variation approach.
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(b) Single-top

Figure A.28: Initial event-driven theory systematic uncertainties for tt̄ and
single-top. The tt̄ uncertainties include parton shower, radiation, and generator
systematics components, while single-top includes radiation and interference. The
quadrature sum, with error, is also displayed. SR bins with a quadrature sum plus
error greater than the blue dashed thresholds are removed from the fit before un-
blinding. Such SR bins in the tt̄ uncertainty, including all of Gtt_0L_4, have already
been removed from the single-top results shown here. Gtt_1L_1, Gtt_0L_2, and
Gtt_1L_4 were removed for other reasons detailed in Section 5.8.

A.6.1 Uncertainty Tables
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Table A.1: Breakdown of the dominant systematic uncertainties on background
estimates in the Gtt_0L_0_Gtt_1L_0 signal regions. Note that the individual
uncertainties can be correlated, and do not necessarily add up quadratically to the
total background uncertainty. The percentages show the size of the uncertainty
relative to the total expected background.

Uncertainty of channel CR_Gtt_0L_0CR_Gtt_1L_0VR_Gtt_0L_0 VR_Gtt_1L_0 SR4_Gtt_0L_0SR0_Gtt_1L_0SR1_Gtt_1L_0SR3_Gtt_1L_0SR4_Gtt_1L_0

Total background expectation 26.01 34.02 18.77 25.86 1.08 1.76 1.04 0.96 1.45

Total statistical (
√

Nexp) ±5.10 ±5.83 ±4.33 ±5.08 ±1.04 ±1.33 ±1.02 ±0.98 ±1.20

Total background systematic ±5.51 [21.16%] ±5.81 [17.09%] ±7.91 [42.16%]±10.23 [39.57%] ±0.62 [57.96%] ±1.91 [108.41%] ±0.79 [75.36%] ±0.75 [77.81%] ±1.25 [86.46%]

Lumi ±0.33 [1.3%] ±0.28 [0.81%] ±0.24 [1.3%] ±0.26 [1.00%] ±0.02 [2.1%] ±0.03 [1.5%] ±0.01 [1.1%] ±0.02 [1.7%] ±0.02 [1.6%]
µ_ttbar_Gtt_0L_0 ±6.17 [23.7%] ±0.00 [0.00%] ±4.42 [23.5%] ±0.00 [0.00%] ±0.13 [11.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
µ_ttbar_Gtt_1L_0 ±0.00 [0.00%] ±6.61 [19.4%] ±0.00 [0.00%] ±4.58 [17.7%] ±0.00 [0.00%] ±0.23 [12.8%] ±0.18 [17.1%] ±0.11 [11.4%] ±0.17 [11.9%]
γ_stat_SR0_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.33 [18.4%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR1_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.25 [23.6%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR3_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.23 [23.5%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.21 [19.5%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.27 [18.7%]
γ_stat_VR_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±1.45 [7.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_VR_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.37 [5.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_JER1 ±0.09 [0.34%] ±0.87 [2.6%] ±0.73 [3.9%] ±2.34 [9.0%] ±0.10 [9.0%] ±0.53 [30.3%] ±0.32 [31.0%] ±0.23 [23.5%] ±0.34 [23.3%]
α_JER2 ±0.22 [0.86%] ±0.76 [2.2%] ±1.13 [6.0%] ±2.18 [8.4%] ±0.06 [5.2%] ±0.53 [30.1%] ±0.25 [23.9%] ±0.23 [24.2%] ±0.31 [21.2%]
α_JER3 ±0.04 [0.14%] ±1.14 [3.4%] ±1.58 [8.4%] ±3.08 [11.9%] ±0.10 [8.9%] ±0.53 [30.2%] ±0.15 [14.3%] ±0.16 [16.4%] ±0.35 [24.0%]
α_JER4 ±0.28 [1.1%] ±0.41 [1.2%] ±1.17 [6.2%] ±1.97 [7.6%] ±0.10 [9.7%] ±0.46 [25.8%] ±0.12 [11.6%] ±0.18 [19.1%] ±0.26 [18.0%]
α_JER5 ±0.02 [0.08%] ±0.30 [0.89%] ±1.21 [6.5%] ±2.39 [9.3%] ±0.08 [7.4%] ±0.55 [31.0%] ±0.08 [7.8%] ±0.25 [25.8%] ±0.30 [20.7%]
α_JER6 ±0.27 [1.1%] ±0.64 [1.9%] ±1.25 [6.6%] ±2.85 [11.0%] ±0.10 [9.7%] ±0.56 [31.6%] ±0.11 [10.7%] ±0.17 [17.3%] ±0.25 [17.4%]
α_JER7 ±0.36 [1.4%] ±0.72 [2.1%] ±1.00 [5.3%] ±2.76 [10.7%] ±0.08 [7.2%] ±0.50 [28.3%] ±0.08 [7.4%] ±0.18 [18.5%] ±0.28 [19.6%]
α_JER_DataVsMC ±0.31 [1.2%] ±0.10 [0.28%] ±1.75 [9.3%] ±2.25 [8.7%] ±0.13 [11.7%] ±0.60 [34.0%] ±0.18 [16.9%] ±0.14 [14.8%] ±0.26 [18.2%]
α_JES1 ±1.14 [4.4%] ±0.57 [1.7%] ±0.43 [2.3%] ±0.00 [0.00%] ±0.00 [0.44%] ±0.09 [5.2%] ±0.02 [1.9%] ±0.02 [2.5%] ±0.06 [4.5%]
α_JES2 ±1.20 [4.6%] ±0.33 [0.96%] ±0.42 [2.3%] ±0.11 [0.42%] ±0.03 [2.7%] ±0.12 [6.7%] ±0.01 [1.0%] ±0.00 [0.51%] ±0.06 [4.4%]
α_JES3 ±0.27 [1.1%] ±0.13 [0.38%] ±0.04 [0.19%] ±0.31 [1.2%] ±0.01 [1.2%] ±0.05 [2.7%] ±0.02 [1.6%] ±0.03 [3.5%] ±0.03 [2.0%]
α_JES_EtaInter_highE ±0.64 [2.4%] ±0.28 [0.83%] ±0.27 [1.5%] ±0.97 [3.7%] ±0.11 [10.0%] ±0.01 [0.63%] ±0.06 [5.3%] ±0.00 [0.03%] ±0.07 [4.9%]
α_JES_EtaInter_negEta ±0.04 [0.16%] ±0.00 [0.00%] ±0.06 [0.34%] ±0.01 [0.03%] ±0.07 [6.7%] ±0.01 [0.43%] ±0.00 [0.03%] ±0.01 [0.94%] ±0.00 [0.04%]
α_JES_EtaInter_posEta ±0.00 [0.01%] ±0.01 [0.02%] ±0.88 [4.7%] ±0.00 [0.02%] ±0.07 [6.8%] ±0.00 [0.10%] ±0.01 [0.87%] ±0.00 [0.02%] ±0.00 [0.06%]
α_JET_Flavor_Response ±0.87 [3.3%] ±0.11 [0.32%] ±0.21 [1.1%] ±0.02 [0.08%] ±0.01 [0.82%] ±0.09 [5.2%] ±0.06 [5.3%] ±0.01 [1.6%] ±0.04 [2.6%]
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Uncertainty of channel CR_Gtt_0L_0CR_Gtt_1L_0VR_Gtt_0L_0 VR_Gtt_1L_0 SR4_Gtt_0L_0SR0_Gtt_1L_0SR1_Gtt_1L_0SR3_Gtt_1L_0SR4_Gtt_1L_0

α_JVT ±0.13 [0.52%] ±0.08 [0.25%] ±0.07 [0.38%] ±0.07 [0.28%] ±0.00 [0.35%] ±0.01 [0.48%] ±0.00 [0.38%] ±0.01 [0.72%] ±0.00 [0.29%]
α_MCMCHack ±1.11 [4.3%] ±0.13 [0.37%] ±1.32 [7.0%] ±0.23 [0.89%] ±0.08 [7.6%] ±0.01 [0.38%] ±0.01 [1.1%] ±0.00 [0.43%] ±0.01 [0.66%]
α_RW_1CR ±0.00 [0.00%] ±0.53 [1.6%] ±0.00 [0.00%] ±0.50 [1.9%] ±0.00 [0.00%] ±0.07 [3.8%] ±0.03 [2.8%] ±0.04 [3.7%] ±0.06 [3.9%]
α_WZ_ckkw_syst ±2.96 [11.4%] ±0.04 [0.12%] ±2.04 [10.9%] ±0.02 [0.08%] ±0.15 [13.7%] ±0.00 [0.13%] ±0.00 [0.36%] ±0.00 [0.20%] ±0.00 [0.22%]
α_WZ_fac_syst ±1.32 [5.1%] ±0.09 [0.26%] ±0.55 [3.0%] ±0.10 [0.39%] ±0.04 [3.9%] ±0.01 [0.36%] ±0.01 [1.0%] ±0.00 [0.11%] ±0.01 [0.61%]
α_WZ_qsf_syst ±0.17 [0.64%] ±0.09 [0.27%] ±0.49 [2.6%] ±0.09 [0.35%] ±0.03 [3.1%] ±0.01 [0.30%] ±0.01 [0.86%] ±0.00 [0.42%] ±0.01 [0.52%]
α_WZ_renorm_syst ±0.85 [3.3%] ±0.15 [0.45%] ±1.37 [7.3%] ±0.19 [0.75%] ±0.10 [8.9%] ±0.01 [0.61%] ±0.02 [1.8%] ±0.00 [0.19%] ±0.02 [1.1%]
α_bTag_B ±0.19 [0.74%] ±0.30 [0.87%] ±0.21 [1.1%] ±0.22 [0.86%] ±0.01 [0.75%] ±0.04 [2.3%] ±0.00 [0.43%] ±0.00 [0.32%] ±0.01 [1.0%]
α_bTag_C ±0.43 [1.7%] ±0.31 [0.91%] ±0.17 [0.93%] ±0.24 [0.94%] ±0.03 [2.6%] ±0.06 [3.2%] ±0.00 [0.09%] ±0.02 [2.4%] ±0.01 [0.78%]
α_bTag_L ±0.37 [1.4%] ±0.33 [0.96%] ±0.54 [2.9%] ±0.78 [3.0%] ±0.01 [1.0%] ±0.01 [0.42%] ±0.05 [4.7%] ±0.00 [0.45%] ±0.03 [1.8%]
α_bTag_extrapol ±0.00 [0.00%] ±0.03 [0.09%] ±0.23 [1.2%] ±0.09 [0.36%] ±0.01 [1.3%] ±0.06 [3.2%] ±0.00 [0.43%] ±0.00 [0.01%] ±0.00 [0.11%]
α_bTag_extrapol_charm ±0.11 [0.43%] ±0.12 [0.35%] ±0.01 [0.07%] ±0.14 [0.55%] ±0.01 [0.65%] ±0.03 [2.0%] ±0.00 [0.27%] ±0.00 [0.40%] ±0.00 [0.22%]
α_diboson_syst_CR_Gtt_0L_0 ±0.21 [0.81%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_diboson_syst_CR_Gtt_1L_0 ±0.00 [0.00%] ±0.02 [0.06%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_diboson_syst_VR_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.20 [1.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR0_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.73 [41.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR1_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.24 [23.3%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR3_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.18 [18.3%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.28 [25.6%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.27 [18.6%]
α_st_syst_VR_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±2.78 [14.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_VR_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.95 [3.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_0L_0 ±1.91 [7.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_1L_0 ±0.00 [0.00%] ±2.11 [6.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR0_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.16 [8.9%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR1_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.08 [7.8%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR3_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.14 [15.0%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.19 [17.9%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.20 [13.8%]
α_topEW_syst_VR_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.83 [4.4%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_VR_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.58 [6.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR0_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.67 [38.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR1_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.49 [46.9%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR3_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.41 [42.7%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.32 [30.0%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.75 [51.7%]
α_ttbar_syst_VR_Gtt_0L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±4.62 [24.6%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_VR_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±3.15 [12.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
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Table A.2: Breakdown of the dominant systematic uncertainties on background
estimates in the Gtt_0L_1_Gtt_1L_0 signal regions. Note that the individual
uncertainties can be correlated, and do not necessarily add up quadratically to the
total background uncertainty. The percentages show the size of the uncertainty
relative to the total expected background.

Uncertainty of channel CR_Gtt_0L_1CR_Gtt_1L_0VR_Gtt_0L_1 VR_Gtt_1L_0 SR4_Gtt_0L_1SR0_Gtt_1L_0SR1_Gtt_1L_0SR3_Gtt_1L_0SR4_Gtt_1L_0

Total background expectation 28.99 34.01 22.32 25.91 1.61 1.78 1.04 0.95 1.46

Total statistical (
√

Nexp) ±5.38 ±5.83 ±4.72 ±5.09 ±1.27 ±1.33 ±1.02 ±0.98 ±1.21

Total background systematic ±5.56 [19.19%] ±5.81 [17.09%] ±9.00 [40.32%]±10.25 [39.56%] ±1.25 [77.78%] ±1.93 [108.77%] ±0.78 [75.31%] ±0.74 [77.70%] ±1.26 [86.45%]

Lumi ±0.33 [1.1%] ±0.28 [0.81%] ±0.25 [1.1%] ±0.26 [1.00%] ±0.03 [1.9%] ±0.03 [1.5%] ±0.01 [1.1%] ±0.02 [1.7%] ±0.02 [1.6%]
µ_ttbar_Gtt_0L_1 ±6.50 [22.4%] ±0.00 [0.00%] ±5.06 [22.7%] ±0.00 [0.00%] ±0.20 [12.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
µ_ttbar_Gtt_1L_0 ±0.00 [0.00%] ±6.60 [19.4%] ±0.00 [0.00%] ±4.58 [17.7%] ±0.00 [0.00%] ±0.23 [12.7%] ±0.18 [17.1%] ±0.11 [11.4%] ±0.17 [11.8%]
γ_stat_SR0_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.33 [18.4%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR1_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.25 [23.6%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR3_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.22 [23.5%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.29 [18.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.27 [18.7%]
γ_stat_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±1.40 [6.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_VR_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.38 [5.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_JER1 ±0.50 [1.7%] ±0.86 [2.5%] ±1.87 [8.4%] ±2.34 [9.0%] ±0.20 [12.7%] ±0.54 [30.4%] ±0.32 [30.9%] ±0.22 [23.5%] ±0.34 [23.2%]
α_JER2 ±0.85 [2.9%] ±0.75 [2.2%] ±1.51 [6.8%] ±2.19 [8.4%] ±0.20 [12.6%] ±0.54 [30.2%] ±0.25 [23.8%] ±0.23 [24.2%] ±0.31 [21.2%]
α_JER3 ±0.52 [1.8%] ±1.14 [3.3%] ±1.88 [8.4%] ±3.09 [11.9%] ±0.20 [12.3%] ±0.54 [30.3%] ±0.15 [14.2%] ±0.16 [16.3%] ±0.35 [24.0%]
α_JER4 ±0.74 [2.5%] ±0.40 [1.2%] ±1.60 [7.2%] ±1.98 [7.6%] ±0.29 [17.7%] ±0.46 [25.9%] ±0.12 [11.5%] ±0.18 [19.0%] ±0.26 [18.0%]
α_JER5 ±0.63 [2.2%] ±0.30 [0.88%] ±0.80 [3.6%] ±2.40 [9.3%] ±0.26 [16.2%] ±0.55 [31.1%] ±0.08 [7.8%] ±0.25 [25.8%] ±0.30 [20.7%]
α_JER6 ±0.27 [0.92%] ±0.64 [1.9%] ±1.64 [7.3%] ±2.85 [11.0%] ±0.30 [18.6%] ±0.56 [31.7%] ±0.11 [10.6%] ±0.16 [17.3%] ±0.25 [17.4%]
α_JER7 ±0.56 [1.9%] ±0.71 [2.1%] ±1.86 [8.3%] ±2.77 [10.7%] ±0.23 [14.3%] ±0.50 [28.4%] ±0.08 [7.2%] ±0.18 [18.4%] ±0.29 [19.6%]
α_JER_DataVsMC ±0.63 [2.2%] ±0.09 [0.27%] ±1.34 [6.0%] ±2.26 [8.7%] ±0.31 [19.4%] ±0.61 [34.2%] ±0.17 [16.8%] ±0.14 [14.7%] ±0.27 [18.3%]
α_JES1 ±1.12 [3.9%] ±0.57 [1.7%] ±0.76 [3.4%] ±0.01 [0.04%] ±0.06 [3.9%] ±0.09 [5.2%] ±0.02 [1.8%] ±0.02 [2.5%] ±0.07 [4.5%]
α_JES2 ±0.93 [3.2%] ±0.32 [0.95%] ±0.68 [3.0%] ±0.12 [0.46%] ±0.11 [7.1%] ±0.12 [6.7%] ±0.01 [1.1%] ±0.01 [0.56%] ±0.06 [4.5%]
α_JES3 ±0.02 [0.07%] ±0.13 [0.38%] ±0.25 [1.1%] ±0.30 [1.2%] ±0.00 [0.08%] ±0.05 [2.8%] ±0.02 [1.6%] ±0.03 [3.3%] ±0.03 [1.9%]
α_JES_EtaInter_highE ±0.23 [0.79%] ±0.28 [0.83%] ±1.30 [5.8%] ±0.97 [3.7%] ±0.38 [23.5%] ±0.01 [0.68%] ±0.06 [5.3%] ±0.00 [0.02%] ±0.07 [5.0%]
α_JES_EtaInter_negEta ±0.34 [1.2%] ±0.00 [0.01%] ±0.24 [1.1%] ±0.01 [0.05%] ±0.18 [11.2%] ±0.01 [0.36%] ±0.00 [0.02%] ±0.01 [0.85%] ±0.00 [0.02%]
α_JES_EtaInter_posEta ±0.11 [0.38%] ±0.01 [0.02%] ±0.04 [0.18%] ±0.01 [0.02%] ±0.17 [10.5%] ±0.00 [0.09%] ±0.01 [0.87%] ±0.00 [0.03%] ±0.00 [0.07%]
α_JET_Flavor_Response ±0.75 [2.6%] ±0.11 [0.33%] ±0.55 [2.5%] ±0.03 [0.12%] ±0.01 [0.61%] ±0.09 [5.0%] ±0.05 [5.3%] ±0.01 [1.5%] ±0.04 [2.6%]
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Uncertainty of channel CR_Gtt_0L_1CR_Gtt_1L_0VR_Gtt_0L_1 VR_Gtt_1L_0 SR4_Gtt_0L_1SR0_Gtt_1L_0SR1_Gtt_1L_0SR3_Gtt_1L_0SR4_Gtt_1L_0

α_JVT ±0.12 [0.41%] ±0.08 [0.25%] ±0.12 [0.54%] ±0.07 [0.28%] ±0.01 [0.55%] ±0.01 [0.48%] ±0.00 [0.38%] ±0.01 [0.72%] ±0.00 [0.29%]
α_MCMCHack ±0.76 [2.6%] ±0.12 [0.36%] ±0.82 [3.7%] ±0.23 [0.89%] ±0.16 [10.1%] ±0.01 [0.38%] ±0.01 [1.1%] ±0.00 [0.44%] ±0.01 [0.66%]
α_RW_1CR ±0.00 [0.00%] ±0.53 [1.6%] ±0.00 [0.00%] ±0.50 [1.9%] ±0.00 [0.00%] ±0.07 [3.8%] ±0.03 [2.8%] ±0.03 [3.7%] ±0.06 [3.9%]
α_WZ_ckkw_syst ±2.21 [7.6%] ±0.04 [0.10%] ±2.01 [9.0%] ±0.02 [0.06%] ±0.70 [43.7%] ±0.00 [0.11%] ±0.00 [0.33%] ±0.00 [0.21%] ±0.00 [0.19%]
α_WZ_fac_syst ±0.94 [3.2%] ±0.09 [0.25%] ±0.86 [3.8%] ±0.10 [0.39%] ±0.34 [21.2%] ±0.01 [0.35%] ±0.01 [1.0%] ±0.00 [0.11%] ±0.01 [0.61%]
α_WZ_qsf_syst ±0.16 [0.54%] ±0.09 [0.26%] ±0.13 [0.57%] ±0.09 [0.35%] ±0.01 [0.33%] ±0.01 [0.30%] ±0.01 [0.87%] ±0.00 [0.43%] ±0.01 [0.52%]
α_WZ_renorm_syst ±0.65 [2.2%] ±0.15 [0.43%] ±0.56 [2.5%] ±0.19 [0.74%] ±0.12 [7.1%] ±0.01 [0.61%] ±0.02 [1.8%] ±0.00 [0.20%] ±0.02 [1.1%]
α_bTag_B ±0.31 [1.1%] ±0.30 [0.87%] ±0.13 [0.56%] ±0.22 [0.86%] ±0.00 [0.04%] ±0.04 [2.4%] ±0.00 [0.43%] ±0.00 [0.33%] ±0.02 [1.0%]
α_bTag_C ±0.51 [1.7%] ±0.31 [0.91%] ±0.45 [2.0%] ±0.24 [0.94%] ±0.03 [2.0%] ±0.06 [3.2%] ±0.00 [0.07%] ±0.02 [2.4%] ±0.01 [0.79%]
α_bTag_L ±0.38 [1.3%] ±0.33 [0.96%] ±0.33 [1.5%] ±0.78 [3.0%] ±0.01 [0.49%] ±0.01 [0.42%] ±0.05 [4.8%] ±0.00 [0.45%] ±0.03 [1.8%]
α_bTag_extrapol ±0.12 [0.42%] ±0.03 [0.09%] ±0.06 [0.28%] ±0.09 [0.36%] ±0.00 [0.15%] ±0.06 [3.2%] ±0.00 [0.43%] ±0.00 [0.01%] ±0.00 [0.11%]
α_bTag_extrapol_charm ±0.16 [0.54%] ±0.12 [0.35%] ±0.07 [0.30%] ±0.14 [0.55%] ±0.00 [0.29%] ±0.04 [2.0%] ±0.00 [0.27%] ±0.00 [0.40%] ±0.00 [0.22%]
α_diboson_syst_CR_Gtt_0L_1 ±0.08 [0.27%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_diboson_syst_CR_Gtt_1L_0 ±0.00 [0.00%] ±0.02 [0.05%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_diboson_syst_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.25 [1.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR0_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.74 [41.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR1_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.24 [23.4%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR3_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.17 [18.3%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.08 [5.0%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.27 [18.6%]
α_st_syst_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±4.22 [18.9%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_VR_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.95 [3.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_0L_1 ±2.13 [7.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_1L_0 ±0.00 [0.00%] ±2.11 [6.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR0_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.16 [9.0%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR1_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.08 [7.7%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR3_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.14 [15.1%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.24 [15.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.20 [13.8%]
α_topEW_syst_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±1.07 [4.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_VR_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.59 [6.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR0_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.67 [37.9%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR1_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.49 [47.0%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR3_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.40 [42.5%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.36 [22.5%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.75 [51.6%]
α_ttbar_syst_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±4.97 [22.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_VR_Gtt_1L_0 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±3.16 [12.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
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Table A.3: Breakdown of the dominant systematic uncertainties on background
estimates in the Gtt_0L_1_Gtt_1L_2 signal regions. Note that the individual
uncertainties can be correlated, and do not necessarily add up quadratically to the
total background uncertainty. The percentages show the size of the uncertainty
relative to the total expected background.

Uncertainty of channel CR_Gtt_0L_1CR_Gtt_1L_2VR_Gtt_0L_1 VR_Gtt_1L_2 SR4_Gtt_0L_1SR0_Gtt_1L_2SR1_Gtt_1L_2SR3_Gtt_1L_2SR4_Gtt_1L_2

Total background expectation 28.96 41.97 22.27 31.67 1.61 2.18 1.45 1.17 1.75

Total statistical (
√

Nexp) ±5.38 ±6.48 ±4.72 ±5.63 ±1.27 ±1.48 ±1.20 ±1.08 ±1.32

Total background systematic ±5.57 [19.22%] ±6.46 [15.38%] ±8.98 [40.32%]±11.96 [37.75%] ±1.26 [78.40%] ±1.46 [66.85%] ±1.48 [101.93%] ±0.83 [70.72%] ±1.64 [93.35%]

Lumi ±0.33 [1.2%] ±0.24 [0.56%] ±0.25 [1.1%] ±0.20 [0.64%] ±0.03 [1.9%] ±0.03 [1.3%] ±0.01 [0.67%] ±0.02 [1.4%] ±0.03 [1.5%]
µ_ttbar_Gtt_0L_1 ±6.50 [22.4%] ±0.00 [0.00%] ±5.06 [22.7%] ±0.00 [0.00%] ±0.20 [12.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
µ_ttbar_Gtt_1L_2 ±0.00 [0.00%] ±7.54 [18.0%] ±0.00 [0.00%] ±5.49 [17.3%] ±0.00 [0.00%] ±0.27 [12.4%] ±0.25 [17.1%] ±0.13 [11.3%] ±0.19 [10.8%]
γ_stat_CR_Gtt_1L_2 ±0.00 [0.00%] ±2.86 [6.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR0_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.46 [21.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR1_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.25 [17.3%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR3_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.23 [19.6%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.29 [18.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.39 [22.0%]
γ_stat_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±1.40 [6.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_VR_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±2.33 [7.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_JER1 ±0.50 [1.7%] ±0.62 [1.5%] ±1.86 [8.4%] ±1.30 [4.1%] ±0.20 [12.6%] ±0.08 [3.8%] ±0.43 [29.7%] ±0.19 [16.6%] ±0.28 [16.0%]
α_JER2 ±0.86 [3.0%] ±0.51 [1.2%] ±1.50 [6.7%] ±1.75 [5.5%] ±0.20 [12.5%] ±0.23 [10.7%] ±0.34 [23.2%] ±0.25 [21.4%] ±0.30 [17.0%]
α_JER3 ±0.52 [1.8%] ±0.78 [1.9%] ±1.87 [8.4%] ±0.04 [0.12%] ±0.20 [12.2%] ±0.30 [13.8%] ±0.14 [10.0%] ±0.17 [15.0%] ±0.32 [18.2%]
α_JER4 ±0.74 [2.5%] ±0.47 [1.1%] ±1.59 [7.1%] ±0.99 [3.1%] ±0.28 [17.6%] ±0.32 [14.8%] ±0.10 [7.0%] ±0.22 [18.8%] ±0.23 [13.0%]
α_JER5 ±0.63 [2.2%] ±0.26 [0.61%] ±0.80 [3.6%] ±0.87 [2.8%] ±0.26 [16.1%] ±0.54 [25.0%] ±0.10 [6.6%] ±0.28 [24.3%] ±0.32 [18.0%]
α_JER6 ±0.27 [0.92%] ±0.01 [0.02%] ±1.63 [7.3%] ±0.23 [0.74%] ±0.30 [18.5%] ±0.60 [27.6%] ±0.04 [2.8%] ±0.27 [22.7%] ±0.29 [16.6%]
α_JER7 ±0.56 [1.9%] ±0.44 [1.1%] ±1.85 [8.3%] ±0.81 [2.6%] ±0.23 [14.2%] ±0.54 [24.6%] ±0.52 [35.6%] ±0.20 [17.1%] ±0.24 [13.9%]
α_JER_DataVsMC ±0.63 [2.2%] ±0.05 [0.13%] ±1.33 [6.0%] ±0.57 [1.8%] ±0.31 [19.3%] ±0.44 [20.3%] ±0.08 [5.2%] ±0.38 [32.5%] ±0.32 [18.2%]
α_JES1 ±1.12 [3.9%] ±0.67 [1.6%] ±0.75 [3.4%] ±0.85 [2.7%] ±0.06 [4.0%] ±0.04 [2.0%] ±0.07 [4.7%] ±0.08 [6.9%] ±0.01 [0.39%]
α_JES2 ±0.93 [3.2%] ±0.46 [1.1%] ±0.68 [3.0%] ±0.16 [0.52%] ±0.12 [7.1%] ±0.07 [3.2%] ±0.13 [9.0%] ±0.08 [6.4%] ±0.06 [3.3%]
α_JES3 ±0.02 [0.07%] ±0.08 [0.18%] ±0.25 [1.1%] ±0.51 [1.6%] ±0.00 [0.08%] ±0.18 [8.3%] ±0.10 [6.7%] ±0.00 [0.06%] ±0.01 [0.41%]
α_JES_EtaInter_highE ±0.23 [0.80%] ±0.00 [0.01%] ±1.29 [5.8%] ±0.04 [0.11%] ±0.38 [23.3%] ±0.34 [15.7%] ±0.00 [0.00%] ±0.11 [9.5%] ±0.29 [16.4%]
α_JES_EtaInter_negEta ±0.34 [1.2%] ±0.01 [0.01%] ±0.24 [1.1%] ±0.07 [0.21%] ±0.18 [11.2%] ±0.00 [0.04%] ±0.00 [0.10%] ±0.00 [0.09%] ±0.00 [0.06%]
α_JES_EtaInter_posEta ±0.11 [0.39%] ±0.01 [0.03%] ±0.04 [0.18%] ±0.13 [0.41%] ±0.17 [10.5%] ±0.00 [0.09%] ±0.01 [0.62%] ±0.00 [0.05%] ±0.00 [0.03%]
α_JET_Flavor_Response ±0.75 [2.6%] ±0.40 [0.95%] ±0.54 [2.4%] ±1.28 [4.0%] ±0.01 [0.65%] ±0.04 [1.7%] ±0.01 [0.60%] ±0.03 [2.5%] ±0.01 [0.44%]
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Uncertainty of channel CR_Gtt_0L_1CR_Gtt_1L_2VR_Gtt_0L_1 VR_Gtt_1L_2 SR4_Gtt_0L_1SR0_Gtt_1L_2SR1_Gtt_1L_2SR3_Gtt_1L_2SR4_Gtt_1L_2

α_JVT ±0.12 [0.41%] ±0.08 [0.19%] ±0.12 [0.54%] ±0.12 [0.39%] ±0.01 [0.55%] ±0.01 [0.36%] ±0.01 [0.50%] ±0.01 [0.47%] ±0.02 [1.4%]
α_MCMCHack ±0.77 [2.6%] ±0.10 [0.24%] ±0.82 [3.7%] ±0.07 [0.23%] ±0.16 [10.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.47%]
α_RW_1CR ±0.00 [0.00%] ±0.33 [0.79%] ±0.00 [0.00%] ±0.30 [0.94%] ±0.00 [0.00%] ±0.03 [1.6%] ±0.03 [1.8%] ±0.03 [2.5%] ±0.05 [2.9%]
α_WZ_ckkw_syst ±2.30 [7.9%] ±0.02 [0.06%] ±2.08 [9.4%] ±0.01 [0.04%] ±0.73 [45.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.13%]
α_WZ_fac_syst ±0.96 [3.3%] ±0.05 [0.13%] ±0.88 [3.9%] ±0.07 [0.21%] ±0.35 [21.5%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.43%]
α_WZ_qsf_syst ±0.16 [0.55%] ±0.06 [0.14%] ±0.13 [0.58%] ±0.05 [0.16%] ±0.01 [0.37%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.37%]
α_WZ_renorm_syst ±0.65 [2.2%] ±0.09 [0.22%] ±0.57 [2.5%] ±0.04 [0.12%] ±0.12 [7.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.75%]
α_bTag_B ±0.31 [1.1%] ±0.24 [0.57%] ±0.13 [0.57%] ±0.33 [1.1%] ±0.00 [0.06%] ±0.05 [2.2%] ±0.00 [0.02%] ±0.02 [1.4%] ±0.02 [0.99%]
α_bTag_C ±0.51 [1.8%] ±0.30 [0.71%] ±0.45 [2.0%] ±0.03 [0.10%] ±0.03 [2.0%] ±0.03 [1.4%] ±0.03 [2.1%] ±0.01 [0.55%] ±0.04 [2.1%]
α_bTag_L ±0.38 [1.3%] ±0.26 [0.61%] ±0.33 [1.5%] ±0.28 [0.87%] ±0.01 [0.49%] ±0.00 [0.04%] ±0.00 [0.03%] ±0.01 [0.94%] ±0.00 [0.06%]
α_bTag_extrapol ±0.12 [0.42%] ±0.04 [0.08%] ±0.06 [0.28%] ±0.05 [0.17%] ±0.00 [0.15%] ±0.00 [0.03%] ±0.01 [0.35%] ±0.00 [0.09%] ±0.01 [0.29%]
α_bTag_extrapol_charm ±0.16 [0.54%] ±0.08 [0.19%] ±0.07 [0.30%] ±0.19 [0.59%] ±0.00 [0.29%] ±0.00 [0.11%] ±0.00 [0.08%] ±0.01 [1.2%] ±0.00 [0.12%]
α_diboson_syst_CR_Gtt_0L_1 ±0.08 [0.27%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_diboson_syst_CR_Gtt_1L_2 ±0.00 [0.00%] ±0.04 [0.08%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_diboson_syst_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.25 [1.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR0_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.31 [14.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR3_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.16 [13.7%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.08 [5.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.82 [47.0%]
α_st_syst_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±4.22 [19.0%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_VR_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.20 [3.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_0L_1 ±2.13 [7.4%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_1L_2 ±0.00 [0.00%] ±1.91 [4.5%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR0_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.28 [13.0%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR1_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.17 [11.7%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR3_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.23 [20.0%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.24 [15.0%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.17 [9.6%]
α_topEW_syst_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±1.07 [4.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_VR_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.76 [5.5%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR0_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.20 [9.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR1_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.19 [82.4%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR3_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.13 [11.3%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.36 [22.4%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.99 [56.6%]
α_ttbar_syst_VR_Gtt_0L_1 ±0.00 [0.00%] ±0.00 [0.00%] ±4.95 [22.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_VR_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±9.73 [30.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
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Table A.4: Breakdown of the dominant systematic uncertainties on background
estimates in the Gtt_0L_3_Gtt_1L_2 signal regions. Note that the individual
uncertainties can be correlated, and do not necessarily add up quadratically to the
total background uncertainty. The percentages show the size of the uncertainty
relative to the total expected background.

Uncertainty of channel CR_Gtt_0L_3CR_Gtt_1L_2 VR_Gtt_0L_3 VR_Gtt_1L_2 SR4_Gtt_0L_3SR0_Gtt_1L_2SR1_Gtt_1L_2SR3_Gtt_1L_2SR4_Gtt_1L_2

Total background expectation 36.88 42.00 24.44 31.72 1.24 2.19 1.45 1.17 1.76

Total statistical (
√

Nexp) ±6.07 ±6.48 ±4.94 ±5.63 ±1.11 ±1.48 ±1.20 ±1.08 ±1.33

Total background systematic ±6.09 [16.51%] ±6.46 [15.38%]±14.20 [58.10%]±11.98 [37.76%] ±0.79 [63.85%] ±1.47 [67.39%] ±1.48 [101.88%] ±0.83 [70.80%] ±1.65 [93.88%]

Lumi ±0.30 [0.81%] ±0.23 [0.56%] ±0.21 [0.84%] ±0.20 [0.64%] ±0.02 [1.4%] ±0.03 [1.3%] ±0.01 [0.67%] ±0.02 [1.4%] ±0.03 [1.5%]
µ_ttbar_Gtt_0L_3 ±7.56 [20.5%] ±0.00 [0.00%] ±4.93 [20.2%] ±0.00 [0.00%] ±0.18 [14.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
µ_ttbar_Gtt_1L_2 ±0.00 [0.00%] ±7.54 [18.0%] ±0.00 [0.00%] ±5.49 [17.3%] ±0.00 [0.00%] ±0.27 [12.3%] ±0.25 [17.1%] ±0.13 [11.3%] ±0.19 [10.8%]
γ_stat_CR_Gtt_0L_3 ±2.86 [7.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_CR_Gtt_1L_2 ±0.00 [0.00%] ±2.87 [6.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR0_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.46 [21.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR1_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.25 [17.3%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR3_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.23 [19.6%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.29 [23.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.39 [22.0%]
γ_stat_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±1.79 [7.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_VR_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±2.33 [7.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_JER1 ±0.28 [0.76%] ±0.61 [1.5%] ±0.15 [0.61%] ±1.30 [4.1%] ±0.13 [10.4%] ±0.08 [3.7%] ±0.43 [29.6%] ±0.19 [16.4%] ±0.28 [16.0%]
α_JER2 ±0.07 [0.19%] ±0.51 [1.2%] ±0.40 [1.6%] ±1.75 [5.5%] ±0.13 [10.7%] ±0.24 [10.7%] ±0.34 [23.1%] ±0.25 [21.2%] ±0.30 [17.0%]
α_JER3 ±0.47 [1.3%] ±0.77 [1.8%] ±1.49 [6.1%] ±0.04 [0.13%] ±0.06 [5.1%] ±0.30 [13.9%] ±0.14 [9.9%] ±0.17 [14.8%] ±0.32 [18.3%]
α_JER4 ±0.16 [0.44%] ±0.47 [1.1%] ±0.44 [1.8%] ±0.99 [3.1%] ±0.07 [5.5%] ±0.33 [14.9%] ±0.10 [7.0%] ±0.22 [18.6%] ±0.23 [13.1%]
α_JER5 ±0.27 [0.72%] ±0.25 [0.61%] ±2.13 [8.7%] ±0.88 [2.8%] ±0.02 [1.5%] ±0.55 [25.0%] ±0.10 [6.6%] ±0.28 [24.2%] ±0.32 [18.1%]
α_JER6 ±0.29 [0.78%] ±0.01 [0.02%] ±0.88 [3.6%] ±0.23 [0.74%] ±0.08 [6.8%] ±0.60 [27.6%] ±0.04 [2.8%] ±0.26 [22.6%] ±0.29 [16.6%]
α_JER7 ±0.63 [1.7%] ±0.44 [1.0%] ±1.91 [7.8%] ±0.81 [2.6%] ±0.08 [6.2%] ±0.54 [24.6%] ±0.52 [35.6%] ±0.20 [17.0%] ±0.25 [14.0%]
α_JER_DataVsMC ±0.72 [1.9%] ±0.05 [0.13%] ±2.04 [8.3%] ±0.57 [1.8%] ±0.03 [2.1%] ±0.45 [20.4%] ±0.08 [5.2%] ±0.38 [32.3%] ±0.32 [18.3%]
α_JES1 ±0.73 [2.0%] ±0.67 [1.6%] ±0.90 [3.7%] ±0.86 [2.7%] ±0.11 [8.7%] ±0.04 [2.0%] ±0.07 [4.7%] ±0.08 [6.8%] ±0.01 [0.38%]
α_JES2 ±1.29 [3.5%] ±0.46 [1.1%] ±0.84 [3.5%] ±0.15 [0.46%] ±0.10 [8.1%] ±0.07 [3.3%] ±0.13 [9.1%] ±0.07 [6.1%] ±0.06 [3.4%]
α_JES3 ±0.18 [0.48%] ±0.08 [0.18%] ±0.06 [0.23%] ±0.51 [1.6%] ±0.00 [0.20%] ±0.18 [8.3%] ±0.10 [6.7%] ±0.00 [0.08%] ±0.01 [0.42%]
α_JES_EtaInter_highE ±0.74 [2.0%] ±0.01 [0.01%] ±0.67 [2.8%] ±0.19 [0.58%] ±0.07 [5.3%] ±0.34 [15.7%] ±0.00 [0.00%] ±0.11 [9.6%] ±0.29 [16.4%]
α_JES_EtaInter_negEta ±0.35 [0.94%] ±0.00 [0.01%] ±0.02 [0.06%] ±0.07 [0.22%] ±0.04 [3.4%] ±0.00 [0.02%] ±0.00 [0.08%] ±0.00 [0.16%] ±0.00 [0.04%]
α_JES_EtaInter_posEta ±0.00 [0.01%] ±0.01 [0.03%] ±0.03 [0.12%] ±0.13 [0.41%] ±0.04 [3.5%] ±0.00 [0.09%] ±0.01 [0.61%] ±0.00 [0.06%] ±0.00 [0.03%]
α_JET_Flavor_Response ±0.44 [1.2%] ±0.39 [0.94%] ±1.07 [4.4%] ±1.28 [4.0%] ±0.10 [7.8%] ±0.04 [1.8%] ±0.01 [0.63%] ±0.03 [2.3%] ±0.01 [0.38%]
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Uncertainty of channel CR_Gtt_0L_3CR_Gtt_1L_2 VR_Gtt_0L_3 VR_Gtt_1L_2 SR4_Gtt_0L_3SR0_Gtt_1L_2SR1_Gtt_1L_2SR3_Gtt_1L_2SR4_Gtt_1L_2

α_JVT ±0.09 [0.25%] ±0.08 [0.19%] ±0.04 [0.16%] ±0.12 [0.39%] ±0.01 [0.45%] ±0.01 [0.36%] ±0.01 [0.50%] ±0.01 [0.48%] ±0.02 [1.4%]
α_MCMCHack ±0.98 [2.7%] ±0.10 [0.24%] ±0.52 [2.1%] ±0.07 [0.23%] ±0.06 [4.4%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.47%]
α_RW_1CR ±0.00 [0.00%] ±0.33 [0.79%] ±0.00 [0.00%] ±0.30 [0.94%] ±0.00 [0.00%] ±0.03 [1.6%] ±0.03 [1.8%] ±0.03 [2.5%] ±0.05 [2.9%]
α_WZ_ckkw_syst ±0.82 [2.2%] ±0.02 [0.06%] ±2.29 [9.4%] ±0.01 [0.04%] ±0.25 [20.0%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.13%]
α_WZ_fac_syst ±0.22 [0.60%] ±0.05 [0.13%] ±1.08 [4.4%] ±0.07 [0.21%] ±0.12 [9.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.44%]
α_WZ_qsf_syst ±0.63 [1.7%] ±0.06 [0.14%] ±0.05 [0.22%] ±0.05 [0.16%] ±0.01 [0.68%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.37%]
α_WZ_renorm_syst ±1.38 [3.7%] ±0.09 [0.22%] ±0.27 [1.1%] ±0.04 [0.12%] ±0.04 [3.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.76%]
α_bTag_B ±0.27 [0.73%] ±0.24 [0.57%] ±0.00 [0.01%] ±0.33 [1.1%] ±0.01 [0.58%] ±0.05 [2.2%] ±0.00 [0.02%] ±0.02 [1.4%] ±0.02 [0.99%]
α_bTag_C ±0.26 [0.72%] ±0.30 [0.71%] ±0.10 [0.43%] ±0.03 [0.10%] ±0.01 [1.1%] ±0.03 [1.4%] ±0.03 [2.1%] ±0.01 [0.54%] ±0.04 [2.1%]
α_bTag_L ±0.32 [0.88%] ±0.25 [0.61%] ±0.14 [0.57%] ±0.28 [0.87%] ±0.01 [0.49%] ±0.00 [0.04%] ±0.00 [0.03%] ±0.01 [0.94%] ±0.00 [0.07%]
α_bTag_extrapol ±0.08 [0.23%] ±0.04 [0.08%] ±0.06 [0.25%] ±0.05 [0.17%] ±0.00 [0.09%] ±0.00 [0.03%] ±0.01 [0.35%] ±0.00 [0.09%] ±0.01 [0.29%]
α_bTag_extrapol_charm ±0.04 [0.10%] ±0.08 [0.19%] ±0.16 [0.64%] ±0.19 [0.59%] ±0.01 [0.74%] ±0.00 [0.11%] ±0.00 [0.08%] ±0.01 [1.2%] ±0.00 [0.12%]
α_diboson_syst_CR_Gtt_1L_2 ±0.00 [0.00%] ±0.04 [0.08%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_diboson_syst_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.04 [0.17%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR0_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.31 [14.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR3_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.16 [13.6%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.27 [21.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.83 [47.1%]
α_st_syst_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±3.77 [15.4%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_VR_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.20 [3.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_0L_3 ±1.74 [4.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_1L_2 ±0.00 [0.00%] ±1.90 [4.5%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR0_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.29 [13.1%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR1_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.17 [11.7%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR3_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.23 [20.1%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.14 [10.9%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.17 [9.5%]
α_topEW_syst_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±1.52 [6.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_VR_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.76 [5.5%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR0_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.20 [9.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR1_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.19 [82.3%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR3_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.13 [11.2%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.51 [40.9%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.99 [56.6%]
α_ttbar_syst_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±11.93 [48.8%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_VR_Gtt_1L_2 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±9.75 [30.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
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Table A.5: Breakdown of the dominant systematic uncertainties on background
estimates in the Gtt_0L_3_Gtt_1L_3 signal regions. Note that the individual
uncertainties can be correlated, and do not necessarily add up quadratically to the
total background uncertainty. The percentages show the size of the uncertainty
relative to the total expected background.

Uncertainty of channel CR_Gtt_0L_3CR_Gtt_1L_3 VR_Gtt_0L_3 VR_Gtt_1L_3 SR4_Gtt_0L_3SR4_Gtt_1L_3

Total background expectation 36.95 45.02 24.44 29.36 1.25 1.62

Total statistical (
√

Nexp) ±6.08 ±6.71 ±4.94 ±5.42 ±1.12 ±1.27

Total background systematic ±6.10 [16.50%] ±6.69 [14.85%]±14.18 [58.04%]±23.88 [81.32%] ±0.80 [64.13%] ±0.99 [61.41%]

Lumi ±0.30 [0.81%] ±0.27 [0.59%] ±0.21 [0.85%] ±0.15 [0.51%] ±0.02 [1.4%] ±0.02 [1.3%]
µ_ttbar_Gtt_0L_3 ±7.53 [20.4%] ±0.00 [0.00%] ±4.90 [20.0%] ±0.00 [0.00%] ±0.18 [14.6%] ±0.00 [0.00%]
µ_ttbar_Gtt_1L_3 ±0.00 [0.00%] ±8.01 [17.8%] ±0.00 [0.00%] ±5.41 [18.4%] ±0.00 [0.00%] ±0.20 [12.2%]
γ_stat_CR_Gtt_0L_3 ±2.86 [7.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_CR_Gtt_1L_3 ±0.00 [0.00%] ±3.26 [7.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.29 [23.2%] ±0.00 [0.00%]
γ_stat_SR4_Gtt_1L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.40 [24.4%]
γ_stat_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±1.79 [7.3%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
γ_stat_VR_Gtt_1L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±3.08 [10.5%] ±0.00 [0.00%] ±0.00 [0.00%]
α_JER1 ±0.24 [0.64%] ±0.05 [0.11%] ±0.14 [0.58%] ±2.22 [7.6%] ±0.14 [10.8%] ±0.06 [4.0%]
α_JER2 ±0.12 [0.32%] ±0.27 [0.61%] ±0.39 [1.6%] ±1.37 [4.7%] ±0.14 [11.1%] ±0.15 [9.3%]
α_JER3 ±0.42 [1.1%] ±0.47 [1.0%] ±1.48 [6.1%] ±1.23 [4.2%] ±0.07 [5.5%] ±0.27 [16.4%]
α_JER4 ±0.12 [0.32%] ±0.31 [0.70%] ±0.43 [1.8%] ±1.90 [6.5%] ±0.07 [5.9%] ±0.07 [4.2%]
α_JER5 ±0.30 [0.82%] ±0.20 [0.44%] ±2.12 [8.7%] ±0.15 [0.52%] ±0.03 [2.0%] ±0.11 [6.9%]
α_JER6 ±0.25 [0.67%] ±0.72 [1.6%] ±0.88 [3.6%] ±2.44 [8.3%] ±0.09 [7.2%] ±0.07 [4.1%]
α_JER7 ±0.59 [1.6%] ±0.28 [0.61%] ±1.90 [7.8%] ±1.06 [3.6%] ±0.08 [6.7%] ±0.04 [2.5%]
α_JER_DataVsMC ±0.68 [1.8%] ±1.02 [2.3%] ±2.03 [8.3%] ±0.97 [3.3%] ±0.02 [1.6%] ±0.08 [5.0%]
α_JES1 ±0.74 [2.0%] ±0.68 [1.5%] ±0.91 [3.7%] ±0.26 [0.89%] ±0.11 [8.7%] ±0.09 [5.5%]
α_JES2 ±1.31 [3.5%] ±0.54 [1.2%] ±0.86 [3.5%] ±1.05 [3.6%] ±0.10 [8.4%] ±0.12 [7.2%]
α_JES3 ±0.17 [0.47%] ±0.04 [0.08%] ±0.06 [0.24%] ±0.13 [0.43%] ±0.00 [0.20%] ±0.04 [2.4%]
α_JES_EtaInter_highE ±0.72 [1.9%] ±1.23 [2.7%] ±0.67 [2.7%] ±0.89 [3.0%] ±0.06 [4.9%] ±0.12 [7.6%]
α_JES_EtaInter_negEta ±0.37 [1.0%] ±0.02 [0.04%] ±0.02 [0.07%] ±0.04 [0.14%] ±0.05 [3.8%] ±0.00 [0.04%]
α_JES_EtaInter_posEta ±0.00 [0.01%] ±0.00 [0.01%] ±0.03 [0.11%] ±0.02 [0.06%] ±0.05 [3.8%] ±0.00 [0.02%]
α_JET_Flavor_Response ±0.44 [1.2%] ±0.48 [1.1%] ±1.07 [4.4%] ±0.25 [0.86%] ±0.10 [7.8%] ±0.04 [2.6%]
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Uncertainty of channel CR_Gtt_0L_3CR_Gtt_1L_3 VR_Gtt_0L_3 VR_Gtt_1L_3 SR4_Gtt_0L_3SR4_Gtt_1L_3

α_JVT ±0.09 [0.25%] ±0.11 [0.24%] ±0.04 [0.16%] ±0.05 [0.16%] ±0.01 [0.46%] ±0.02 [1.4%]
α_MCMCHack ±0.98 [2.6%] ±0.04 [0.08%] ±0.52 [2.1%] ±0.06 [0.19%] ±0.05 [4.4%] ±0.01 [0.50%]
α_RW_1CR ±0.00 [0.00%] ±0.34 [0.75%] ±0.00 [0.00%] ±0.17 [0.58%] ±0.00 [0.00%] ±0.04 [2.7%]
α_WZ_ckkw_syst ±0.91 [2.5%] ±0.01 [0.02%] ±2.32 [9.5%] ±0.01 [0.02%] ±0.25 [20.1%] ±0.00 [0.13%]
α_WZ_fac_syst ±0.18 [0.48%] ±0.04 [0.08%] ±1.08 [4.4%] ±0.05 [0.18%] ±0.12 [9.3%] ±0.01 [0.47%]
α_WZ_qsf_syst ±0.60 [1.6%] ±0.03 [0.07%] ±0.02 [0.08%] ±0.03 [0.12%] ±0.00 [0.33%] ±0.01 [0.40%]
α_WZ_renorm_syst ±1.35 [3.7%] ±0.06 [0.14%] ±0.28 [1.1%] ±0.02 [0.05%] ±0.04 [3.1%] ±0.01 [0.81%]
α_bTag_B ±0.27 [0.74%] ±0.23 [0.51%] ±0.00 [0.01%] ±0.20 [0.69%] ±0.01 [0.60%] ±0.01 [0.61%]
α_bTag_C ±0.27 [0.72%] ±0.38 [0.85%] ±0.10 [0.43%] ±0.06 [0.22%] ±0.01 [1.1%] ±0.03 [2.1%]
α_bTag_L ±0.32 [0.88%] ±0.45 [1.00%] ±0.14 [0.57%] ±0.66 [2.3%] ±0.01 [0.48%] ±0.01 [0.31%]
α_bTag_extrapol ±0.08 [0.23%] ±0.02 [0.04%] ±0.06 [0.25%] ±0.02 [0.05%] ±0.00 [0.09%] ±0.01 [0.32%]
α_bTag_extrapol_charm ±0.04 [0.10%] ±0.07 [0.16%] ±0.16 [0.64%] ±0.20 [0.67%] ±0.01 [0.73%] ±0.01 [0.36%]
α_diboson_syst_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.04 [0.17%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.28 [22.4%] ±0.00 [0.00%]
α_st_syst_SR4_Gtt_1L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.35 [21.5%]
α_st_syst_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±3.77 [15.4%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_st_syst_VR_Gtt_1L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.36 [4.6%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_0L_3 ±1.75 [4.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_CR_Gtt_1L_3 ±0.00 [0.00%] ±1.77 [3.9%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.14 [10.9%] ±0.00 [0.00%]
α_topEW_syst_SR4_Gtt_1L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.14 [8.4%]
α_topEW_syst_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±1.52 [6.2%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_topEW_syst_VR_Gtt_1L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±1.53 [5.2%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.51 [40.6%] ±0.00 [0.00%]
α_ttbar_syst_SR4_Gtt_1L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.72 [44.2%]
α_ttbar_syst_VR_Gtt_0L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±11.91 [48.7%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
α_ttbar_syst_VR_Gtt_1L_3 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±22.30 [75.9%] ±0.00 [0.00%] ±0.00 [0.00%]

A.6.2 Fitted Nuisance Parameters
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Figure A.29: Gtt_0L_0_Gtt_1L_0 fitted nuisance parameters.
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Figure A.30: Gtt_0L_1_Gtt_1L_0 fitted nuisance parameters.
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Figure A.31: Gtt_0L_1_Gtt_1L_2 fitted nuisance parameters.
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Figure A.32: Gtt_0L_3_Gtt_1L_2 fitted nuisance parameters.
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Figure A.33: Gtt_0L_3_Gtt_1L_3 fitted nuisance parameters.
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A.7 Fit Construction
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Figure A.34: Location of parameter points used in the final fit.
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(b) Test Set

Figure A.35: Individual expected exclusion limits per lepton channel combination.
The selected exclusion limits were chosen on the train set before unblinding with
slightly different uncertainties applied, which is why Gtt_0L_3_Gtt_1L_3 does not
appear to be useful in the final test set results. Note that combinations with boosted
points drive the boosted limit and vice versa for compressed.
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A.8 Results
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Figure A.36: Expected cross section limits for the 79.9 fb−1 BDT analysis. For the
observed cross section limits see Figure 5.15b.
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(a) Selected Regions
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(b) All Regions (Blinded)

Figure A.37: Validation region data / MC before and after the fitted tt̄ normalization
factors are applied. Most of the selected regions showed an improvement in the
agreement after the normalization factors were applied, or at least remained roughly
the same. This is also seen in the validation regions which were dropped due to issues
in their SR bins. Note that the blinded background fit is slightly different due to the
reasons described in Section 4.4.5.

157



1000 1200 1400 1600 1800 2000 2200 2400

) [GeV]g~m(

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

) 
[G

eV
]

10 χ∼
m

(

Kinematically Forbidden

)expσ1 ±Expected Limit (

)SUSY
theoryσ1 ±Observed Limit (

)g~) >> m(q~, m(
0

1
χ∼+t t→ g~  production, g~g~

-1 = 13 TeV, 79.8 fbs
All limits at 95% CL

 PreliminaryATLAS

Figure A.38: Observed and expected exclusion limits from the standard 79.8 fb−1

multi-b analysis [4].
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A.8.1 Individual Exclusion Limits
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Figure A.39: Observed and expected exclusion limits for Gtt_0L_0_Gtt_1L_0.
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Figure A.40: Observed and expected exclusion limits for Gtt_0L_1_Gtt_1L_0.
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Figure A.41: Observed and expected exclusion limits for Gtt_0L_1_Gtt_1L_2.
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Figure A.42: Observed and expected exclusion limits for Gtt_0L_3_Gtt_1L_2.
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Figure A.43: Observed and expected exclusion limits for Gtt_0L_3_Gtt_1L_3.

A.8.2 Event Yields
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Table A.6: Observed and fitted event yields for Gtt_0L_0, with MC expectations for
comparison. The uncertainties shown are the statistical plus systematic, except for
the SR background estimate, which is systematic only. Uncertainties on the fitted
yields are symmetric by construction with any negative error truncated at zero.

CR_Gtt_0L_0 VR_Gtt_0L_0 SR4_Gtt_0L_0

Observed events 26 22 0

Fitted background events 26.01 ± 5.51 18.77 ± 7.91 1.08 ± 0.62

Fitted tt̄ events 14.57 ± 6.17 10.42 ± 6.94 0.30+0.36
−0.30

Fitted single-top events 4.81 ± 1.94 3.37 ± 3.00 0.19+0.71
−0.19

Fitted tt̄+X events 3.85 ± 3.04 1.66 ± 1.52 0.39+0.80
−0.39

Fitted W+jets events 0.98 ± 0.94 1.89+2.49
−1.89 0.13+0.26

−0.13

Fitted Z+jets events 1.38+3.58
−1.38 1.04+2.70

−1.04 0.07+0.20
−0.07

Fitted diboson events 0.42 ± 0.39 0.40+0.76
−0.40 0.00 ± 0.00

MC exp. SM events 32.21 23.21 1.21

MC exp. tt̄ events 20.75 14.85 0.43

MC exp. single-top events 4.81 3.37 0.19

MC exp. tt̄+X events 3.85 1.65 0.39

MC exp. W+jets events 0.97 1.88 0.13

MC exp. Z+jets events 1.41 1.06 0.08

MC exp. diboson events 0.42 0.40 0.00
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Table A.7: Observed and fitted event yields for Gtt_0L_1, with MC expectations for
comparison. The uncertainties shown are the statistical plus systematic, except for
the SR background estimate, which is systematic only. Uncertainties on the fitted
yields are symmetric by construction with any negative error truncated at zero.

CR_Gtt_0L_1 VR_Gtt_0L_1 SR4_Gtt_0L_1

Observed events 29 17 0

Fitted background events 28.99 ± 5.56 22.32 ± 9.00 1.61 ± 1.25

Fitted tt̄ events 17.48 ± 6.50 13.62 ± 7.47 0.53 ± 0.46

Fitted single-top events 5.32 ± 1.11 4.52+4.53
−4.52 0.19+0.83

−0.19

Fitted tt̄+X events 4.28 ± 3.38 2.13 ± 1.63 0.49+0.94
−0.49

Fitted W+jets events 0.76 ± 0.73 0.65+0.66
−0.65 0.10+0.17

−0.10

Fitted Z+jets events 1.00+2.69
−1.00 0.89+2.42

−0.89 0.31+0.93
−0.31

Fitted diboson events 0.16+0.33
−0.16 0.51+0.93

−0.51 0.00 ± 0.00

MC exp. SM events 31.01 23.85 1.67

MC exp. tt̄ events 19.47 15.13 0.59

MC exp. single-top events 5.32 4.52 0.19

MC exp. tt̄+X events 4.28 2.14 0.48

MC exp. W+jets events 0.76 0.66 0.10

MC exp. Z+jets events 1.02 0.90 0.31

MC exp. diboson events 0.16 0.50 0.00
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Table A.8: Observed and fitted event yields for Gtt_0L_3, with MC expectations for
comparison. The uncertainties shown are the statistical plus systematic, except for
the SR background estimate, which is systematic only. Uncertainties on the fitted
yields are symmetric by construction with any negative error truncated at zero.

CR_Gtt_0L_3 VR_Gtt_0L_3 SR4_Gtt_0L_3

Observed events 37 28 0

Fitted background events 36.88 ± 6.09 24.44 ± 14.20 1.24 ± 0.79

Fitted tt̄ events 26.55 ± 7.04 17.30 ± 13.31 0.64 ± 0.58

Fitted single-top events 4.36 ± 1.98 2.80+3.89
−2.80 0.19+0.57

−0.19

Fitted tt̄+X events 3.51 ± 1.79 3.04 ± 1.73 0.27 ± 0.22

Fitted W+jets events 2.04+4.24
−2.04 0.22+0.66

−0.22 0.03+0.08
−0.03

Fitted Z+jets events 0.43+1.82
−0.43 1.00+2.65

−1.00 0.10+0.32
−0.10

Fitted diboson events 0.00 ± 0.00 0.08+0.11
−0.08 0.00 ± 0.00

MC exp. SM events 32.91 21.85 1.15

MC exp. tt̄ events 22.59 14.71 0.54

MC exp. single-top events 4.37 2.79 0.19

MC exp. tt̄+X events 3.50 3.04 0.27

MC exp. W+jets events 2.00 0.22 0.03

MC exp. Z+jets events 0.44 1.00 0.10

MC exp. diboson events 0.00 0.08 0.00
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Table A.9: Observed and fitted event yields for Gtt_1L_0, with MC expectations for
comparison. The uncertainties shown are the statistical plus systematic, except for
the SR background estimate, which is systematic only. Uncertainties on the fitted
yields are symmetric by construction with any negative error truncated at zero.

CR_Gtt_1L_0 VR_Gtt_1L_0 SR0_Gtt_1L_0 SR1_Gtt_1L_0 SR3_Gtt_1L_0 SR4_Gtt_1L_0

Observed events 34 22 2 1 3 3

Fitted background events 34.01 ± 5.81 25.91 ± 10.25 1.78+1.93
−1.78 1.04 ± 0.78 0.95 ± 0.74 1.46 ± 1.26

Fitted tt̄ events 24.45 ± 6.60 16.98 ± 8.01 0.84 ± 0.81 0.66 ± 0.60 0.40+0.55
−0.40 0.64+0.84

−0.64

Fitted single-top events 4.99 ± 1.22 5.18 ± 2.05 0.60+1.27
−0.60 0.19+0.31

−0.19 0.25+0.26
−0.25 0.39+0.44

−0.39

Fitted tt̄+X events 4.26 ± 2.18 3.17 ± 1.96 0.32+0.36
−0.32 0.16+0.28

−0.16 0.29 ± 0.18 0.40 ± 0.32

Fitted W+jets events 0.22+0.76
−0.22 0.48 ± 0.36 0.02+0.03

−0.02 0.03+0.05
−0.03 0.00 ± 0.00 0.02+0.03

−0.02

Fitted Z+jets events 0.05 ± 0.04 0.10+0.10
−0.10 0.00 ± 0.00 0.00 ± 0.00 0.01+0.02

−0.01 0.00 ± 0.00

Fitted diboson events 0.04+0.19
−0.04 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

MC exp. SM events 30.87 23.70 1.66 0.96 0.90 1.37

MC exp. tt̄ events 21.32 14.77 0.73 0.58 0.35 0.55

MC exp. single-top events 5.00 5.18 0.60 0.19 0.25 0.39

MC exp. tt̄+X events 4.24 3.17 0.32 0.16 0.29 0.40

MC exp. W+jets events 0.22 0.48 0.02 0.03 0.00 0.02

MC exp. Z+jets events 0.05 0.10 0.00 0.00 0.01 0.00

MC exp. diboson events 0.04 0.00 0.00 0.00 0.00 0.00
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Table A.10: Observed and fitted event yields for Gtt_1L_2, with MC expectations
for comparison. The uncertainties shown are the statistical plus systematic, except
for the SR background estimate, which is systematic only. Uncertainties on the fitted
yields are symmetric by construction with any negative error truncated at zero.

CR_Gtt_1L_2 VR_Gtt_1L_2 SR0_Gtt_1L_2 SR1_Gtt_1L_2 SR3_Gtt_1L_2 SR4_Gtt_1L_2

Observed events 42 20 2 2 2 1

Fitted background events 42.00 ± 6.46 31.72 ± 11.98 2.19 ± 1.47 1.45+1.48
−1.45 1.17 ± 0.83 1.76 ± 1.65

Fitted tt̄ events 33.87 ± 7.00 24.65 ± 11.75 1.21 ± 0.82 1.11+1.58
−1.11 0.59+0.81

−0.59 0.86+1.06
−0.86

Fitted single-top events 4.04 ± 1.04 3.37 ± 1.55 0.41+0.76
−0.41 0.00 ± 0.00 0.11+0.35

−0.11 0.55+1.22
−0.55

Fitted tt̄+X events 3.83 ± 2.16 3.51 ± 1.89 0.57+0.81
−0.57 0.34+0.46

−0.34 0.47+0.48
−0.47 0.33 ± 0.31

Fitted W+jets events 0.13+0.44
−0.13 0.11+0.27

−0.11 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.02+0.04
−0.02

Fitted Z+jets events 0.05 ± 0.04 0.08+0.12
−0.08 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Fitted diboson events 0.07+0.12
−0.07 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

MC exp. SM events 32.72 24.96 1.85 1.15 1.01 1.52

MC exp. tt̄ events 24.58 17.90 0.88 0.81 0.43 0.62

MC exp. single-top events 4.05 3.36 0.40 0.00 0.11 0.54

MC exp. tt̄+X events 3.84 3.51 0.57 0.34 0.47 0.34

MC exp. W+jets events 0.13 0.11 0.00 0.00 0.00 0.02

MC exp. Z+jets events 0.05 0.08 0.00 0.00 0.00 0.00

MC exp. diboson events 0.07 0.00 0.00 0.00 0.00 0.00
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Table A.11: Observed and fitted event yields for Gtt_1L_3, with MC expectations
for comparison. The uncertainties shown are the statistical plus systematic, except
for the SR background estimate, which is systematic only. Uncertainties on the fitted
yields are symmetric by construction with any negative error truncated at zero.

CR_Gtt_1L_3 VR_Gtt_1L_3 SR4_Gtt_1L_3

Observed events 45 24 4

Fitted background events 45.02 ± 6.69 29.36 ± 23.88 1.62 ± 0.99

Fitted tt̄ events 35.78 ± 7.35 24.17 ± 23.27 0.88 ± 0.81

Fitted single-top events 5.59 ± 3.65 2.00+3.22
−2.00 0.44+0.64

−0.44

Fitted tt̄+X events 3.55 ± 2.54 3.05 ± 1.74 0.27+0.38
−0.27

Fitted W+jets events 0.10+0.29
−0.10 0.08+0.25

−0.08 0.02+0.04
−0.02

Fitted Z+jets events 0.00 ± 0.00 0.06+0.11
−0.06 0.00 ± 0.00

Fitted diboson events 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

MC exp. SM events 32.72 21.00 1.31

MC exp. tt̄ events 23.47 15.84 0.58

MC exp. single-top events 5.59 1.97 0.44

MC exp. tt̄+X events 3.56 3.04 0.27

MC exp. W+jets events 0.09 0.08 0.02

MC exp. Z+jets events 0.00 0.06 0.00

MC exp. diboson events 0.00 0.00 0.00
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A.8.3 Expectation Limit Changes When Unblinding
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Figure A.44: Expected exclusion limits with blinded and unblinded SRs. As
mentioned in Section 4.4.5 the expected exclusion limits indirectly depend on the
observed data in the SRs through the profiled nuisance parameters. Here the expected
exclusion limit improved by ≈ 5–25 GeV when unblinded.
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A.9 Overfitting Studies
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Figure A.45: Change in the expected exclusion limit between the train and test
sets. Only a minor decrease of ≈ 25 GeV was found when moving to the test set,
strong evidence that overfitting is not an issue with this analysis as all training and
region building was performed on the train set.
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Table A.12: 5-fold cross-validation results obtained by training the BDT multiple
times on different combinations of folds. Here “physical” is calculated with the
real MC event weights, while “training” is calculated with the reweighted training
event weights which balance signal and background. The relatively small standard
deviations give some confidence that the nominal model is likely not overfitted.

Metric Mean ±St. Dev.

Best Iteration 191 ±8

Best Score 0.05752 ±0.00029

Training Time (min) 1.95 ±0.06

Accuracy (Physical) 0.43388 ±0.00356

Accuracy (Training) 0.65297 ±0.00293

Sig Accuracy (Physical) 0.18029 ±0.00504

Bkg Accuracy (Physical) 0.99991 ±0.00003

Sig Accuracy (Training) 0.30604 ±0.00587

Bkg Accuracy (Training) 0.99991 ±0.00003
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Figure A.46: Comparison of ŷ in the test and train sets for Gtt_0L_0.
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Figure A.47: Comparison of ŷ in the test and train sets for Gtt_0L_1.
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Figure A.48: Comparison of ŷ in the test and train sets for Gtt_0L_3.
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Figure A.49: Comparison of ŷ in the test and train sets for Gtt_1L_0.
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Figure A.50: Comparison of ŷ in the test and train sets for Gtt_1L_2.
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Figure A.51: Comparison of ŷ in the test and train sets for Gtt_1L_3.
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A.10 Input Variables
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Figure A.52: Njet(pT > 30 GeV, η < 1.3) and Njet(pT > 30 GeV, η < 1.5) in data &
MC with BDT split values.
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Figure A.53: Njet(pT > 30 GeV, η < 2.0) and Njet(pT > 50 GeV, η < 1.5) in data &
MC with BDT split values.
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Figure A.54: H leptons + soft jets
T Obfuscated and mT in data & MC with BDT split

values.
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Figure A.55: Emiss
T and Nsig lep in data & MC with BDT split values.
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Figure A.56: NRC jet(m > 80 GeV) and Njet(pT > 30 GeV, η < 1.0) in data & MC
with BDT split values.
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Figure A.57: Njet(pT > 50 GeV, η < 1.0) and Njet(pT > 50 GeV, η < 1.3) in data &
MC with BDT split values.
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Figure A.58: Hsoft jets
T and mincl

eff in data & MC with BDT split values.
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Figure A.59: mb-jets
T,min and MΣ

J in data & MC with BDT split values.
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Figure A.60: m4j
eff and pb-jet 4

T in data & MC with BDT split values.
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Figure A.61: mg̃ and ∆m in MC with BDT split values.
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Appendix B

Maximum Performance Studies

The exact extent of the multi-b search’s exclusion limit is a function of many factors,

which can be broadly grouped into two categories: cross section dependent and

analysis dependent. The SM background and predicted Gtt production cross sections

are fixed by theory, setting unavoidable constraints on the ratio of signal to background

events available for measurement at any particular mass point. Of course, the total

number of events at each point is a function of the detector’s integrated luminosity,

but realistically this is also limited by time and funding. Taken together, then there

is effectively some theoretical maximum exclusion limit attainable from the collected

dataset.

In practice, a fraction of signal events will not be recorded by the detector or

will otherwise fail to pass the triggers and preselections.1 Additionally, a perfect

signal background classifier does not exist2 and systematic uncertainties must be

incorporated. Within these experimental constraints we are free to optimize the
1 The preselection efficiency is provided in Figure A.1.
2 You will always be somewhere along a ROC curve making a tradeoff between false positives and

false negatives.
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analysis as best we can; by using a BDT, adjusting signal regions, trying to reduce

systematics, etc.

It is straight forward to compare different analysis methods on the same channel

and dataset, as is done in Figure 5.14a, to find their relative performance, but this does

not show how close we are to the theoretical maximum performance. For example,

while the BDT made noticeable gains over the standard analysis in the expected

exclusion limit, is it brushing up on a statistical limit — or could a better classifier

take things further?

One approach to answering this question is to grant the BDT 100 % signal efficiency,

after trigger and preselection losses, by creating a “synthetic” output score which is

always ŷSUSY, BDT = 1.0 for true Gtt MC events. This will force every Gtt signal event

to appear in the top SR bin, artificially boosting the significance. The background

event ŷ scores, fit regions, systematics, and everything else remain the same from

the regular BDT analysis to keep some background events in the signal region for

normalization, thereby helping control the systematic uncertainties.

Running on the train set we find that the resulting synthetic limit is only ≈ 100 GeV

(≈ 200 GeV) beyond the expected limit in the boosted (compressed) region as displayed

in Figure B.1. While these results are only a first attempt, it is encouraging to see

that the BDT is already so close to the estimated maximum performance. The upper

limit is also useful as a benchmark of indicating where the BDT’s performance could

be pushed further, for example, by creating new variables targeting a specific region

in phase space. Future work could expand on this approach by altering the triggers

and preselections, implementing a more realistic, but still optimistic, ROC curve for

the signal and background efficiencies, and optimizing the amount of background

allowed into the signal regions.
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Appendix C

The Look Elsewhere Effect

The look elsewhere effect [169, 213,214,215] is the term used by particle physicists to

describe how a search’s expected significance in any particular location of parameter

space relates to the significance over a wide range of parameter space. In essence,

if we do not know the mass of a hypothesized particle a priori and must look for it

everywhere, we are bound to see some apparently significant results just from statistical

fluctuations. For example, if you make 100 hypothesis tests at different masses with a

p-value threshold of only 0.05, you should expect to disprove a background-only null

hypothesis in 5 tests just by chance alone! This is one motivation behind requiring

such an extremely small p-value of only 2.87 × 10−7 to claim a discovery at 5σ.

Statistical techniques can be used to convert the local significance of a search to a

global significance of discovery. This is fairly common practice for one-dimensional

mass spectrum bump searches, such as the diboson resonance search [216]. In

multidimensional SUSY searches, such as the Gtt search of this dissertation, the

look elsewhere effect is of less concern as the model dependent exclusion limits are

created by disproving a different null SUSY signal hypothesis at each mass parameter
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point, rather than a single null SM background hypothesis everywhere. As such, the

profile-likelihood statistics used in HistFitter make no explicit corrections for the

look elsewhere effect. However, it is still a relevant statistical effect to keep in mind

while designing signal regions, or if the search is changed to a model-independent

discovery framework.
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Appendix D

Pseudocode

D.1 ZB

1 # NumPy/ SciPy port o f the RooStats f u n c t i o n ‘ BinomialExpZ ’ by Louis−Guillaume Gagnon
2 # See : h t t p s : / / r o o t . cern . ch / doc / master / NumberCountingUtils_8cxx_source . html#l 0 0 1 2 2
3
4 d e f s i g n i f i c a n c e ( signalExp , backgroundExp , r e l a t i v e B k g U n c e r t ) :
5 tau = 1 . 0 / ( backgroundExp ∗ r e l a t i v e B k g U n c e r t ∗ r e l a t i v e B k g U n c e r t )
6
7 x = 1 . 0 / ( 1 . 0 + tau )
8 y = signalExp + backgroundExp
9 z = 1 + backgroundExp ∗ tau

10
11 P_B = s c i p y . s p e c i a l . b e t a i n c ( y , z , x )
12 Z_B = −s c i p y . s p e c i a l . n d t r i (P_B)
13
14 r e t u r n Z_B
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D.2 Optimized ŷ Threshold

1 d e f f ind_best_thr ( y , y_pred , W, B, bkg_type_to_name , r e l a t i v e B k g U n c e r t , ttbar_stat_cut_threshold ,
bkg_cut_threshold =0.5) :

2
3 fpr , tpr , t hr = roc_curve ( y , y_pred , sample_weight=W)
4
5 bkg_type_to_name_inverted = {v : i n t ( k ) f o r k , v i n bkg_type_to_name . items ( ) }
6 bkg_type_ttbar = bkg_type_to_name_inverted [ ’ t t b a r ’ ]
7
8 # s e p a r a t e s i g / bkg
9 sig_mask = np . where ( y == 1)

10 bkg_mask = np . where ( y != 1)
11 W_sig = W[ sig_mask ]
12 W_bkg = W[ bkg_mask ]
13 B_bkg = B[ bkg_mask ]
14 y_pred_bkg = y_pred [ bkg_mask ]
15
16 s i g s = t p r ∗np . sum( W_sig )
17 bkgs = f p r ∗np . sum(W_bkg)
18
19 # compute a l l Z_B v a l u e s ( v e c t o r i z e d )
20 Zs = s i g n i f i c a n c e ( s i g s , bkgs , r e l a t i v e B k g U n c e r t )
21
22 # f i n d max_Z
23 max_Z = − f l o a t ( ’ i n f ’ )
24 i_best = None
25 y i e l d _ s i g _ b e s t = − f l o a t ( ’ i n f ’ )
26 yield_bkg_best = − f l o a t ( ’ i n f ’ )
27 l i m i t i n g _ c o n s t r a i n t = 0
28 f o r i i n range ( Zs . shape [ 0 ] ) :
29 i f Zs [ i ] > max_Z :
30
31 W_bkg_selected = W_bkg[ np . where ( y_pred_bkg > t h r [ i ] ) ]
32 W_bkg_selected_sum = np . sum( W_bkg_selected )
33
34 i f W_bkg_selected_sum <= bkg_cut_threshold :
35 l i m i t i n g _ c o n s t r a i n t = 1
36 c o n t i n u e
37
38 W_ttbar_selected = W_bkg[ np . where ( ( y_pred_bkg > t hr [ i ] ) & (B_bkg == bkg_type_ttbar ) ) ]
39 W_ttbar_selected_sum = np . sum( W_ttbar_selected )
40
41 i f W_ttbar_selected_sum > 0 :
42 ttbar_stat_uncert = np . s q r t ( np . sum( np . square ( W_ttbar_selected ) ) ) / W_ttbar_selected_sum
43 i f not ttbar_stat_uncert < ttbar_stat_cut_threshold :
44 l i m i t i n g _ c o n s t r a i n t = 2
45 c o n t i n u e
46 e l s e :
47 # ttbar_stat_uncert = i n f
48 l i m i t i n g _ c o n s t r a i n t = 2
49 c o n t i n u e
50
51 max_Z = Zs [ i ]
52 i_best = i
53 y i e l d _ s i g _ b e s t = s i g s [ i ]
54 yield_bkg_best = bkgs [ i ]
55
56 l i m i t i n g _ c o n s t r a i n t _ d i c t = { 0 : ’ None ’ , 1 : ’ Bkg Y i e l d > { 0 : . 1 f } ’ . format ( bkg_cut_threshold ) , 2 : ’

t t b a r Stat . Uncert < {0:.0%} ’ . format ( ttbar_stat_cut_threshold ) }
57
58 r e t u r n t hr [ i_best ] , max_Z, y i e l d _ s i g _ b e s t , yield_bkg_best , l i m i t i n g _ c o n s t r a i n t ,

l i m i t i n g _ c o n s t r a i n t _ d i c t
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Appendix E

In Situ γ+Jet Calibration

During the author’s qualification process to be an ATLAS member they performed

service work for the collaboration developing a large-R in situ γ+jet JES calibration.

This work was a component of the first in situ calibrations for large-R LCW scale

jets developed at ATLAS, circulated as a conference note in 2017 [217] and recently

published as a paper [218]. The author also shared progress on the γ+jet calibration

in numerous conference talks and poster sessions, of which [219] is the most recent

example. This appendix describes the details of the large-R γ+jet calibration, as

well as its connection to the multi-b analysis.

E.1 In Situ γ+Jet Calibration

Large-R jets are calibrated in roughly the same sequence as presented for small-R jets

in Section 4.2. Following initial corrections and MC calibrations, data-driven in situ

momentum balance calibrations are needed to address any residual mismodeling

effects. The γ+jet final state is ideal for making an in situ measurement because

photons showering electromagnetically in the ECAL are very well-measured in terms of
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∆φ ≈ π

pγT

prefT = pγT
∣∣ cos (∆φ)

∣∣

pJT

Extra Radiation j + µ
Veto!

Figure E.1: Schematic representation of a well balanced γ+jet event.

their energies1 and can be used as reference objects. For these events the momentum

of the photon pγT should precisely balance that of the jet, pJT, excluding the effects

of any extra radiation. An illustration of a well balanced γ+jet event can be found

in Figure E.1. The azimuthal separation angle ∆φ is used to define a reference

momentum pref
T (E.1) from the component of pγT collinear with the jet.

pref
T = pγT

⏐⏐⏐ cos (∆φ)
⏐⏐⏐ (E.1)

We then define the direct balance response2 RDB as the ratio:

RDB = pJT
pref

T
. (E.2)

By measuring RDB in both data and MC we can compute the ratio
⟨
RMC

DB

⟩
/
⟨
RData

DB

⟩
1 See Section 3.2.3, in particular (3.4).
2 Equivalent to Rin situ (4.4) in the small-R jet calibration’s notation.
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Table E.1: γ+jet selections.

Object Selection Description

Photon (γ)

Lowest unprescaled single photon HLT Trigger

pγT > 140 GeV, |ηγ | < 1.37 Preselection

“Tight” [221,222] ID and Isolation

∆R (Reco γ, Truth γ) < 0.2 MC Truth Matching

Large-R Jet (J)
pJT > 20 GeV Preselection

∆R (γ, J) > 0.2 Overlap Removal

Small-R Jet (j)
“BadLoose” [192] Jet Cleaning

JVT ≥ 0.59 for pT < 60 GeV, |η| < 2.4 Pileup Removal

∆R (γ, j) > 0.4, ∆R (J, j) > 1.4 Overlap Removal

Muons (µ) ∆R (J, µ) > 1.0 Overlap Removal

Topological
∆φ(γ, J) > 2.8 Separation Angle

p j+µT < max
(
15 GeV, 0.1 pref

T

)
Extra-radiation Veto

that allows us to correct the JES calibration originally derived from MC alone. This

ratio is the main result of the in situ JES calibration.

E.1.1 Event Selection

Events are selected by requiring the presence of a photon and large-R jet then applying

the requirements in Table E.1. These selections are designed such that events passing

them have nearly all of their pT carried by the leading jet J and the leading photon γ,

back-to-back with azimuthal separation angle ∆φ(γ, J) ≈ π. Events with sub-leading

small-R jets j and/or muons µ that have significant pT are also rejected as this

additional radiation is not included in the momentum balance. These selections are

based on prior work [220] with some modifications and updates to match the latest

ATLAS recommendations.
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Figure E.2: Photon purity regions. A is the nominal selection on photon isolation
and identification.

E.1.2 Photon Purity Correction

The photon selections are strict, but still allow the occasional jet or electron to pass

through as a fake photon. These events will skew the nominal pT balance unless they

are accounted for. The photon purity correction is derived from data and MC by

using a 2D-sideband, or ABCD, method [223, 224]. The photon identification and

isolation selections are used to separate events in a 2D plane divided in four regions

as shown in Figure E.2. Nominal events are located in region A, events failing the

isolation requirement in B, events failing identification in C, and events failing both

in D.

The response RX
DB and number of events NX are then found for each region X

individually. We can estimate the probability of a real photon event being in region X

from the MC sample, which consists of only real photons due to the truth matching

selection, as eX = NMC
X /

∑
A,B,C,D N

MC
i . Assuming that there is no correlation between

the isolation and identification selections, and letting f1, f2 be their respective fake

rates, we can construct the following system of equations:
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NA = eANγ + f1f2Nj , (E.3a)

NB = eBNγ + (1 − f1)f2Nj , (E.3b)

NC = eCNγ + f1(1 − f2)Nj , (E.3c)

ND = eDNγ + (1 − f1)(1 − f2)Nj . (E.3d)

Solving for Nγ results in the nominal photon purity PA = eANγ/NA which can then

finally be used along with Rnot γ
DB ≈ RD

DB to correct the nominal response (E.4) in

region A. The photon purity displayed in Figure E.3 is always > 94 %. As can be

seen in Figure E.4 the purity correction of ≈ 2 % is crucial, but actually ends up

contributing an almost negligible amount to the final systematic uncertainty.

RA
DB = Rγ

DBPA +Rnot γ
DB (1 − PA) →

Rγ
DB = RA

DB
PA

+RD
DB

(
1 − 1

PA

) (E.4)

E.1.3 Systematic Uncertainties

The systematic uncertainties on the calibration arise in four main areas; extra radiation

outside the jet affecting the balance, the measurement of the photon, the presence

of pileup jets, and the MC physics modeling. The effects of extra radiation on the

balance are assessed by varying the topological selections, as well as varying the

overlap removal ∆R (J, j) between the large-R and small-R jets. The effects of the

photon measurement are assessed by varying the energy scale and resolution of the

photon calibration [226, 227], as well as by varying the measured photon purity in

the purity correction. The effects of pileup jets on the calibration are estimated

by varying the JVT [208] selection threshold. Lastly, the analysis is repeated with

alternative Sherpa 2.1 samples to assess the modeling uncertainty on the nominal
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Table E.2: γ+jet systematic variation values.

Variable Up Down Description

pj+µT < max( ) 20 GeV, 0.15 pref
T 10 GeV, 0.05 pref

T Extra-radiation Veto

∆φ(γ, J) > 2.9 2.7 Separation Angle

∆R (J, j) > 1.6 1.2 Overlap Removal

γ E Scale and Res. +1σ −1σ Photon Calibration

γ Purity P + σP P − σP Photon Purity Correction

JVT ≥ 0.91 0.11 Pileup Removal

Pythia 8 samples. For specific details on each variation see Table E.2. The photon

energy scale uncertainty is the dominate systematic uncertainty for all pT values.

E.1.4 Results

The mean RDB for data and MC is found by fitting the balance distributions in bins

of pref
T and jet η. The fit is performed with a Gaussian function in two iterations. In

order to minimize the impact of non-Gaussian tails on the result the second fit is

constrained to the central subdomain |RDB − µRDB| ≤ 2σRDB derived from the first.

The statistical uncertainty on RDB in each pref
T − η bin is evaluated using pseudo-

experiments, otherwise known as the bootstrap method. For 500 pseudo-experiments

every event in data and MC is counted n times, where n is sampled from a Poisson

distribution with a mean of one. The root mean square of RDB over the pseudo-

experiments is then the statistical uncertainty.

The calibration is measured with a 36.2 fb−1 sample of events from 2015–2016
√
s = 13 TeV collision data. After fitting the RDB distribution and computing the

uncertainties in bins of pref
T all results are converted3 to being in terms of pJT for later

application to uncalibrated jets. The fitted value of ⟨RDB⟩ from the central |η| < 0.8

bin as a function of pJT for data and MC can be seen in Figure E.5. The MC to

3 By centering the new pJ
T bins at

⟨
pJ

T
⟩

of the original pref
T bins, and merging very small bins when

necessary.
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Figure E.5: Mean γ+jet transverse momentum balance in data and MC, and their
ratio [218]. The error bars on the upper inset only show the statistical uncertainty,
while those on the lower insert include the systematic uncertainties.

data ratio shown in the lower inset corresponds to the in situ γ+jet JES calibration.

The systematics are plotted individually along with the statistical uncertainty in

Figure E.6. The overall combined systematic and statistical uncertainty is ≈ 1 % for

the majority of the pT range.

E.2 In Situ Combination

The γ+jet direct balance method is only one component of the full in situ calibration,

with Z+jet and multijet balance (MJB) measurements also being performed as in

the small-R calibration of Section 4.2. The three in situ methods are combined in
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Figure E.6: Systematic and statistical uncertainties on the γ+jet transverse mo-
mentum balance [218]. Smoothed with a Gaussian kernel of width 70 GeV.

a weighted average based on a χ2-minimization, where the weights are functions of

the statistical and systematic uncertainties, correlations, and different bin sizes. The

response is 2–3 % higher in MC than data, with a relative JES uncertainty of 1–2 %

for 200 GeV < pT < 2 TeV. γ+jet is the leading measurement for ≈ 400–880 GeV and

helps constrain the combined uncertainty elsewhere. The combined in situ response

and the combination weights are displayed in Figures E.7 and E.8.

E.3 Re-clustered Jet Studies

During the γ+jet analysis supplementary studies were made with re-clustered large-R

jets. The procedure remained the same as the nominal γ+jet analysis, but with

R = 1.0 jets re-clustered from standard R = 0.4 small-R EM scale jets and trimmed

with fcut = 0.1 as the target object. The input R = 0.4 jets were first fully calibrated

following the steps in Section 4.2. This made the re-clustered γ+jet results a cross
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check of the small-R calibration. As can be seen in Figure E.9, the MC to data ratio

is 1.0 within error bars for the majority of the pT range, demonstrating the validity of

the original small-R calibration. Similar performance can be expected of the R = 0.8

re-clustered jets used by the multi-b analysis.
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